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Summary 

 

 

 

Adaptive façades give buildings the flex ibility to act in response to varying 

weather conditions and occupant preferences. They are increasingly 

recognized as a promising option fo r achieving high levels of indoor 

environmental quality (IEQ), while offeri ng potential for low-energy building 

operation. Despite the opportunities that arise from the fact that adaptive 

façades can consolidate the complement ary benefits of passive and active 

building design strategies, the number of  adaptive façade applications in the 

current building stock is still limited,  and the present focus is mostly on 

individual projects rather than on  solutions that promote widespread 

adoption. In research and product de velopment contexts, however, a rapid 

increase in activities that explore the potential of innovative adaptable 

building envelope components can be observed. 

This doctoral dissertation sets ou t to investigate how computational 

modeling, simulation and optimization techniques can be used to support, 

stimulate and accelerate the transition towards next-generation adaptive 

building envelopes. More specifically, th e objective of this work is to develop 

a computational methodology that can be used to facilitate design analysis 

and performance-based design space exploration in the product 

development process of innovative adap table building envelope components 

and concepts. The computational tools are developed, tested and evaluated 

with the aim of assessing the viability of adaptive façades as a design strategy 

in general, and to guide research and development (R&D) processes towards 

the most promising solutions. 

The development of the computational methodology begins by analyzing the 

characteristics of the problem at hand. A literature review that covers the 

interface between adaptive façades and simulation support for R&D of 

innovative building envelope components identifies the needs and 

possibilities for building performance si mulation (BPS)-based support in this 

domain. Preliminary simulation stud ies and an analysis of software 

capabilities furthermore identify th at current simulation workflows and 

software lack the necessar y capabilities to model the effects of time-varying 



 viii 

building shell properties. Together, these findings serve as input for the 

functional requirements of the newly-developed simulation-based 

optimization approach. 

The focus in this thesis is on developing a toolchain that can help in gaining 

a better understanding of the effect of adaptive façades on the dynamic 

interactions between energy saving pote ntial and IEQ in terms of thermal and 

visual performance. To achieve these go als, a co-simulation strategy using a 

middleware software was deployed to couple high-resolution tools for 

building energy simulation and dynamic daylight simulation. The code of 

existing simulation programs was modified to enable performance prediction 

of façades that change their properti es during simulation run-time. In 

buildings with adaptive façades, there is a tight coupling between design and 

operational aspects. To address this tight coupling in the performance 

prediction framework, a receding time  horizon approach for optimization-

based supervisory control of adapti ve façades was implemented in the 

simulation framework. This simulation -assisted control approach makes use 

of genetic algorithms to efficiently se arch the large option space of possible 

façade adaptation scenarios. 

The capabilities of the whole toolchain are illustrated in a typical commercial 

office zone in Dutch climate conditio ns. The results show that adaptive 

façades are able to improve the performa nce of all relevant aspects compared 

to the best-performing design with no n-adaptable façade. These gains are 

achieved by influencing the varying tr ade-offs between multiple competing 

performance requirements over time. The toolchain is also able to identify 

the most promising region in the large option space of possible façade 

adaptation sequences.  

The usability of the newly developed to olchain is further demonstrated by 

showing how it can help in addressing the trade-offs between façade 

complexity and performance. The focus in this second case study is on a 

fenestration system that has the ability to selectively control the 

transmission/reflection of (i) visible ligh t, (ii) near-infrared solar radiation, 

(iii) and longwave infrared radiation. Th e results show that the method is able 

to identify high-potential directions for further R&D in building envelope 

materials and components. Moreover, it  enables a better comprehension of 

the causal relationships between adapta bility of building  shell parameters 

and performance.  



 ix 

By showing the development, testing and evaluation of a computational 

approach for analysis and performance-based design space exploration of 

adaptable building envelopes, this th esis demonstrates how modeling and 

simulation techniques can be a valuable  tool for supporting both design and 

product development. Continued applic ation of such virtual testbeds can 

help to exploit the lingering potential of adaptive façades. 
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Introduction 

 

 

 

 

 

1.1�� Trends in the built environment 

The future of buildings and cities will be  shaped by a variety of factors. Among 

the most influential drivers that will affect the way we design and operate 

buildings are the need for decarbonization and supply of energy from clean 

and renewable sources. As the world’s po pulation, average standard of living 

(GDP) and urbanization rate continue to  rise, the necessity to develop more 

environmentally-conscious buildings will only become more compelling. 

Under a business-as-usual scenario, market forecasts project a twofold 

increase in global building-related en ergy consumption (heating and cooling) 

and associated emissions by the year 2050 compared to 2010 (Figure 1.1) 

[IPCC 2014]. 

The built environment is partly re sponsible for the current situation 1, but also 

offers ample opportunities for new solutions to address the societal 

challenges of climate change and sustainable development. 

                                                               
1 In 2010, the energy consumption in residential and co mmercial buildings accounted for 35% of the total end-use 

energy and 30% of energy-related CO 2 emissions [IEA 2013b; Ürge-Vorsatz et al. 2015]. 
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Figure 1.1. Trends and drivers for global heating and cooling thermal energy 
consumption in commercial buildings un der a frozen efficiency scenario [IPCC 2014].  

The European Commission (EC) has identi fied the building sector as a key 

enabler in its long-term decarbonization strategy, by targeting a reduction in 

CO2 emissions of at least 80% by the year 2050 [EC 2011]. This strategy has 

been translated into immediate action plans and policy instruments that 

address various aspects of  design, construction, operation and refurbishment 

of buildings and equipment with less use of fossil fuels.  

Nowadays, the technical means are av ailable to develop positive-energy 

buildings, which, on an annual basis, consume less energy than they generate 

with on-site renewable energy systems [Kolokotsa et al. 2011; Cole and 

Fedoruk 2015]. However, the deployment of such buildings is so far mostly 

limited to demonstration projects, while wider market penetration is 

impeded by technological as well as no n-technological barriers [Ryghaug and 

Sørensen 2009; Hakkinen and Belloni  2011; Prieto et al. 2017].  

A recent analysis by the International Energy Agency (IEA) shows that the 

buildings  sector is off-track with long-term su stainability objectives, and that 

concerted efforts are needed to adjust this direction [IEA 2016]. 

Technological change, driven by research and development (R&D) of 

innovative building materials and comp onents, with attention for high market 
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penetration potential, forms a key element throughout all phases of this 

transition. 

One of the core needs for technology development centers around building 

envelope systems [IEA 2014]. Building  envelopes form the boundary between 

the conditioned interior spaces of a building and the outdoor environment. 

As such, they play a dominant role in a building’s energy balance 2, and due to 

the large building envelope area in the total building stock, they represent a 

huge cumulative mitigation potential. 

Over the past four decades, the main driver for progress in building envelope 

technologies has been the need for heating and cooling energy demand 

reductions [Sadineni et al. 2011; Kons tantinou and Knaack 2013]. Significant 

results with profound impacts have been achieved, as is for example 

illustrated by the continuous reductions in window U-values 3 (Figure 1.2). 

 

Figure 1.2. Development of U-values and window technologies between 1910 and 2020. 
The overview is based on literature, interviews with window manufacturers and other 

professionals related to the industry in Sweden (adapted from: Kiss and Neij [2011]). 

                                                               
2 Estimates of the total energy consumption in buildings that  is directly affected by th e design and construction of 

building envelopes range from 20 to 60% [IEA 2013a]. 
3 Other significant facade-related advances include better airtightness, solar control coatings, natural ventilation 

systems and low-conductivity opaque insulation materials. 

��
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Two notable observations can be derived from the trend in Figure 1.2: 

� �� Progress in building energy efficiency has gone hand in hand with 

technological innovations. Regu lar technology breakthroughs, 

supported by suitable policy inte rventions, have always been the 

main driving force for moving to the next level of insulated windows 

[Kiss and Neij 2011; Jakob and Madlener 2004; Papadopoulos 2016]. 

� �� Window improvement through reduce d U-values, like most energy 

efficiency measures, is subject to the law of diminishing returns [IEA 

2013a]. More resources (e.g. money, time, material) are needed for 

continued improvements, but the incremental gains are not 

proportional to the investments. To break with this trend and attain 

the next generation of building envelopes, it is worthwhile to explore 

alternative strategies and pursue the integration of multiple 

functions in the building envelope [Knaack et al. 2008]. 

The upgrade of building envelope components, with an emphasis on energy 

conservation and cost saving arguments, undeniably forms an important step 

towards meeting the goals for a more  sustainable built environment. 

However, this strategy is also subject to debate [Ucci and Yu 2014; Perino and 

Serra 2015]. The strong focus on reducing energy losses tends to approach 

sustainable building design from only a single direction. To create buildings 

that deliver high performance in multip le dimensions, there are several other, 

occupant-related performance aspects th at deserve at least an equal amount 

of attention. It is contended that these opportunities are sometimes 

overlooked with energy efficiency in the spotlight [Bluyssen 2010; Altomonte 

et al. 2015; Marszal et al. 2011]. This viewpoint is further supported by a 

number of recent studies demonstrating that design solutions that are 

optimized for low building energy de mand are not always conducive to 

creating a comfortable, healthy, pr oductive and/or positive indoor 

environment for occupants in a robust way [Deuble and de Dear 2012; Sundell 

et al. 2011; Roulet et al. 2006; Baird and Field 2013; McLeod et al. 2013].  

Given this context, the premise is that  a reconsideration of widely accepted 

building design principles is need ed to come up with new prospects and 

integrated solutions that can spearh ead the development of future high-

performance, environmentally-conscious buildings. This thesis investigates 

adaptive façades as a possible design strategy for reconciling the seemingly 

contradictory requirements of low-energy building operation with high 

indoor environmental quality (IEQ). 
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1.2�� The promise of adaptive façades 

Adaptive façades, sometimes referred to as climate adaptive building shells 

(CABS), can adjust their properties or configuration over time, in response to 

variable weather conditions and comfort preferences [Loonen et al. 2013]. 

This gives buildings with adaptive façades the unique ability to manage 

energy flows for the benefit of occupant s, by taking advantage of the dynamic 

conditions it is exposed to [Heiselberg 2009] (Figure 1.3). 

 

Figure 1.3. Illustration of the dynamic energy flows and interactions in buildings with 
adaptive façades (from: IEA EBC Annex 44, adapted by Fernández Solla [2014]). 

In this way, adaptive façades represent a distinct alternative to the passive 

design approach, which achieves energy savings, primarily through air-tight, 

highly-insulated building envelopes, thereby reinforcing a disconnection 

between a building and its environment. In contrast, adaptive façades have 

potential to influence the multivariate  building envelope trade-offs in a 

dynamic way, and can actively take advantage of the natural energy sinks and 

sources in its environment [Davies 1981 ]. For this reason, many technology 

roadmaps identify adaptive façades as a promising direction for achieving 

forthcoming targets for design and oper ation of nearly zero-energy buildings 

[IEA 2013a; EC 2013; US DOE 2014].  

Well-known examples of adaptive façades include switchable glazing 

[Baetens et al. 2010], dynamic insulation  [Kimber et al. 2014; Claridge 1977] or 

façade systems with phase-change materials [Favoino et al. 2014]. 

Nevertheless, the number of adaptive façade applications in the current 
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building stock is still limited, with a fo cus on individual projects rather than 

larger-scale solutions [Loonen et al. 2013]. Increased depl oyment and market 

uptake of advanced innovative building envelope technologies is needed to 

move from niche projects to mainstream construction and to play a role in 

meeting the 21 st century sustainability target s [IEA 2013a; US DOE 2014]. 

1.3�� Adaptive façades – research and 

development needs 

In recent years, the number of proposals for new adaptive façade systems is 

increasing at an exponential rate [L oonen 2018; Loonen 2015]. Two main 

development directions can be disc erned: (i) kinetic components with 

actuation of movable parts via mechan ical systems; and (ii) responsive 

materials, with the ability to change the physical behavior of building 

elements in response to dynamic conditions. Especially the developments in 

material science laboratories have been identified as promising for the 

construction sector, because of the possibilities for scalable solutions with 

potential for wide applicability [Bastiaansen et al. 2013; Loonen, Singaravel, et 

al. 2014]. After discovery of a new principle or material, academic research 

groups (e.g. in physics and chemistry labs) typically have the expertise, 

interest and resources to develop such  concepts up to a relatively low 

technology readiness level (TRL 4) (Figure 1.4).  

                                                               
4 Technology readiness levels were defined by NASA in the 1980s as a system for measuring and comparing the 

maturity of innovative technologies. This rating system has been adopted by many organizations and governmental 

agencies, and is nowadays frequently used as a policy-making instrument for research and innovation [Mankins 

2009]. 
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Figure 1.4. Overview of activities at different technology readiness levels (TRL). A 
detailed description of different R&D challenges at TRL 4-7 is given. 

The subsequent phases of testing, refining, technology transfer and 

commercialization into marketable prod ucts tend not to be straightforward 

[Shove 1999; Arora et al. 2014]. Several reasons can be identified for this 

challenging situation:  

� �� Basic research at low TRLs is mainly done with public funding, 

whereas private investors are mostly interested in working towards 

commercial viability. This leaves a void in the middle. 

� �� Many resources are generally needed throughout the whole R&D 

cycle, but the certainty of success  is relatively low. Only few 

technology concepts will eventu ally develop into successful 

commercial façade products. 

� �� There is a lack of tools that ca n provide insights into building-

integration issues at an early R&D phase (TRL 1-5). This results in a 

mismatch between information need and availability and complicates 

decision-making to move future iter ations of the product towards the 

direction of high-potential solutions. 

� �� The process requires an interdisciplinary approach. The right 

combination of skills and expertise (materials development and 

building application) may not always be available. 
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Figure 1.5. Availability of resources for new product development at various TRLs. The 
gap in the middle is sometimes referred to as “The Valley of Death” (adapted from: Coyle 

[2011]). 

The “Valley of Death” is sometimes used as an analogy to describe the 

aforementioned discontinuity in innova tion processes (Figure 1.5) [Markham 

et al. 2010; Hensen et al. 2015]. Developing methods and tools that can bridge 

this valley is identified as an essentia l stepping stone for practical deployment 

of innovative sustainable technologies, an d is therefore high on the agenda of 

policy programmes, such as Horizon 2020, the EU Framework Programme for 

Research and Innovation [EC, 2013].  

The work presented in this thesis is part of this ongoing development in 

relation to emerging building enve lope components. More specifically, 

computational building performance si mulation and optimization is put 

forward as a tool for supporting informed decision-making in research and 

development processes of innovative , next-generation adaptive façade 

concepts. 

1.4�� Adaptive façades – modeling, simulation and 

optimization 

Over the last decades, building perfor mance simulation (BPS) has evolved into 

a well-established design support tool in the construction industry [Clarke 

and Hensen 2015]. BPS takes into account the dynamic interactions between 
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building shape and structure, systems, user behavior and climatic conditions, 

and is therefore regarded as a valuable tool in many building design processes 

[Hand 1998; Bleil de Souza and Tucker 20 14]. Because of these attributes, BPS 

can also be used as a virtual test-bed for supporting informed decision-

making in the R&D phase of emerging adaptive façade concepts. However, 

due to (i) the limited flexibility for modeling adaptable building envelope 

components in state-of-the-art simulati on software, and (ii) difficulties with 

implementing advanced façade control st rategies during the simulation, such 

possibilities have thus far only been explored to a limited extent [De Klijn-

Chevalerias et al. 2017]. 

Another opportunity for advanced innovation support with the use of BPS, is 

to formulate the requirements for building envelope design as an 

optimization problem. This leads to an inverse approach  in which intelligent 

algorithms are used to drive a parameter search, until a design solution is 

found that meets the specified objectiv es in the best way possible. Through 

such structured design space explorat ions, the trade-offs between various 

performance aspects can be analyzed in a systematic way [Deb and Srinivasan 

2006; Radford and Gero 1987; Turrin et al. 2011]. With application to 

conventional, static façades, numerous studies have successfully 

demonstrated the value of combining BPS models with optimization 

techniques, such as genetic algorithms [Attia et al. 2013; Evins 2013]. 

Applications of optimization for adap tive building envelopes are not yet 

extensively studied in scientific lite rature [Loonen et al. 2017; Favoino, 

Overend, et al. 2015]. 

  

Figure 1.6. Building performance simulation has been linked to adaptive façades, 
optimization and product development in an isol ated way. The aim of this research is to 

combine these concepts in one framework. 



 10 

It is hypothesized that the comb ination of computational modeling, 

simulation and optimization can form an essential resource in supporting, 

stimulating and accelerating the development process of high-performance 

adaptive façade concepts. However, th is is a complex task, and currently 

available simulation tools and workflows lack capabilities to support this 

process (Figure 1.6). 

1.5�� Aims and objectives 

The main aim of this research is to develop, test and evaluate a computational 

approach that can be used to support design analysis and performance-based 

design space exploration in the development process of innovative adaptable 

building envelope components and concepts.  

Four objectives are directly related to this research aim: 

� �� To develop an effective modeling  and simulation strategy for 

integrated performance prediction  of buildings with time-varying 

building shell properties. 

� �� To develop and test a computational approach, based on simulation 

and optimization techniques, that is capable of exploring the 

performance potential/limits  of adaptive façades. 

� �� To illustrate, on a case study basis, how this approach can be used to 

identify high-potential, i.e. high-performance, low-complexity, 

directions for future adaptive façade concepts (Figure 1.7). 

� �� To better understand the causal relationships between adaptability 

of building shell parameters and performance (energy and comfort) 

in a number of demonstration examples. 
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Figure 1.7. High-potential adaptive façade s are identified as having relatively low 
complexity, but high performance.  

1.6�� Scope of the work 

The field of adaptive façades is a multi-disciplinary design and research area 

that covers a relatively broad scope an d receives attention from a diverse set 

of stakeholders. The work presented in this thesis targets a specific subarea 

within the larger field of adaptive façades. Before describing the methods and 

research approach in more detail, a furt her clarification of the specific scope 

of this work is given first.  

Performance aspects:  Building performance can be analyzed from many 

different perspectives, including e.g. structural, aesthetic, air quality, lighting, 

financial, durability, energy (operational and embodied) and acoustic aspects. 

In this thesis, the assessment of bu ilding performance concentrates on 

energy saving potential for space conditioning (HVAC and lighting) and 

indoor environmental quality in terms of thermal and visual comfort. 

Type of adaptability:  The adaptation frequency in adaptive façades can range 

from the time-scale of seconds (e.g. responding to variations in wind speed) 

to decades (e.g. responding to global warming or changes in building use as a 

result of functional changes) [Fernández  Solla 2014]. In this thesis, the main 

focus is on façade adaptation in th e middle of this range (minutes-hours-

days). 

Envelope construction types:  Adaptability of building shell features focuses 

on thermophysical and optical properties of the exterior façade. For example, 

C
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airflow in multiple skin façades, adaptable roof systems and adaptability in 

natural ventilation apertures are no t within the scope of this study. 

Level of abstraction and role in the building design process:  The modeling 

and simulation work described in this thesis targets to support the product 

development phase of innovative bu ilding envelope components. The 

computational tools are developed with the aim of assessing the viability of 

adaptive façades as a design strategy in general, and to guide future research 

and development processes towards the most promising solutions. It is 

developed for scoping or pre-feasibilit y studies that take a higher-level 

perspective, i.e., the aim is to cove r various different adaptive façade 

concepts, without focusing on the pr actical implementation aspects of 

specific commercial building envelo pe components or prototypes. In 

addition, the work is not necessarily li mited to currently existing/available 

materials, but intends to facilitate the exploration of next-generation 

adaptive façade concepts. The goal of th e tools is to offer guidance for several 

stakeholders, including façade manufa cturers, consulting engineers and 

material scientists, to focus their attention on the most promising 

development directions with the highest impact. 

Software development:  The computational tools are developed in the form 

of a “software prototype”, i.e. they are developed in a rapid way for research 

purposes [Tr �1ka 2008]. In this phase, little atte ntion is being paid to facilitate 

robust use for practitioners and other third-party users. Consequently, the 

software prototype does not yet includ e extensive documentation, tutorials, 

interface development, etc. 

1.7�� Research methods 

The work described in this thesis focuse s on the research activities regarding 

development, testing and deployment of a toolchain 5 for computational 

performance simulation and optimization  of buildings with adaptive façades. 

The research methodology follows the st eps that are taken in the workflow 

of software prototyping [Boehm 1988]. In  this thesis, this is approached by 

iteratively addressing the various phases of the modeling and simulation life 

                                                               
5 A suite of software tools, scripts and algorithms, linked together in such a way to achieve capabilities that cannot 

be achieved by the individual software tools.  
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cycle, as described by Balci [1994]. The four steps in this process are 

described below.  

1 Analysis of requirements 

Development of the computational approach for performance-based analysis 

of innovative adaptive façade co ncepts begins by decomposing the 

characteristics of the problem at hand. A literature review that covers the 

interface between adaptive façades and simulation support for R&D of 

innovative building envelope componen ts is conducted first. Together with 

preliminary simulation studies and an analysis of capabilities of state-of-the-

art BPS programs, including an inter-model comparison, this leads to the 

specification of functional re quirements for the toolchain. 

2 Prototype development 

The second step consists of model development and implementation and 

subsequent initial testing of the toolchain, leading to the development of a 

working software prototype. After an in itial phase of developing conceptual 

models [Robinson 2007], three methods are used to accomplish this step: 

� �� Code modifications in existing BP S software to allow performance 

prediction with controllable time-varying building envelope 

properties; 

� �� Integration of simulation programs in a receding time horizon control 

framework with optimization algorithms to address the tight coupling 

between design and control aspects in dynamic systems such as 

adaptive façades; 

� �� Development of a co-simulation strategy to enable run-time 

communication between simulation so lvers in the thermal and visual 

domains. 

3 Review of functionality 

After a first version of the toolchain is developed, its performance is evaluated 

with respect to the formulated requir ements, to validate the functional 

performance of the toolchain and to examine if further refinements are 

necessary. Iterative loops in combinat ion with step 2 are carried out. This 

research step includes: 

� �� Illustration of the main features and capabilities of the whole 

toolchain in a typical application example. 
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� �� Critical examination of the quality (i.e. sensibility) of optimization 

outcomes by comparing the outcomes with principles from building 

physics and results published in literature. 

4 Demonstrate usability 

Finally, the usability of the computatio nal approach is further demonstrated 

in an application-specific case study.  This demonstration aims to show the 

potential for giving more advanced decision-support in response to 

requirements posed by real-world R&D processes at different modeling 

resolutions and levels-of-detail. More over, it helps in building a better 

understanding of the causal relationships between adaptability of building 

shell parameters and performance.  

1.8�� Thesis outline 

Chapter 2 presents an analysis of th e unique characteristics of adaptive 

façades and introduces the opportunities for computational simulation to 

support research and development of innovative building envelope 

components. Together with the lessons learned from preliminary simulation 

studies, this information is used to de rive the functional needs for effective 

performance prediction and optimi zation of adaptive façades. 

Chapter 3 forms the link between the research context (Chapter 2) and the 

development of the new computational approach (Chapter 4). It presents 

higher-level requirements for performa nce prediction of façades with time-

varying properties, and discusses th e limitations and opportunities for 

accomplishing this in existing BPS soft ware. This chapter further introduces 

the specific challenges that arise from optimization of dynamic properties in 

adaptive façades, and discusses the performance aspects and corresponding 

performance indicators that are used throughout this thesis.  

Chapter 4 provides considerations and detailed information about the 

toolchain implementation. It describes the software programs that are used, 

how they were modified, and in which way they are connected in one co-

simulation framework, that couples thermal and daylighting aspects, and 

ensures high-performance supervisory control strategies for time-varying 

façade properties.  

Chapter 5 illustrates various capabili ties of the toolchain in a typical 

application example. The focus in this chapter is on exploring the 
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performance potential of future-oriente d adaptive façade concepts that can 

simultaneously adjust optical properties and thermal resistance. This study 

intends to help identifying high-potential R&D directions for emerging 

adaptive façade materials. 

Chapter 6 demonstrates the usability of  the newly developed toolchain, by 

showing how it can help in addressing the trade-offs between façade 

complexity and performance. The subject in this case study is a fenestration 

system that has the ability to selectiv ely control the transmission/reflection 

of (i) visible light, (ii) near-infrare d sunlight, (iii) and longwave infrared 

radiation. 

Chapter 7 summarizes the main outcomes , discusses limitations of this work 

and provides directions for future research. 
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2 

State-of-the-art: Adaptive facades 

 

 

 

 

 

 

2.1�� Introduction 

There are numerous research activities all over the world that seek to 

advance the design and development of buildings with adaptive façades. 

These developments cover many different  aspects that have conventionally 

been scattered across various engineering disciplines. In recent years, a 

number of dedicated scient ific conferences on adap tive building envelopes 

have been held, and efforts are coordi nated via international collaborations 

such as IEA ECB Annex 44: Responsive Building Elements [Heiselberg 2009] , 

and EU COST Action TU1403: Adaptive Façades Network [Luible 2015]. The 

work presented in this thesis connect s to the search for new solutions in 

these ongoing developments. A broad overview of challenges and 

achievements in the larger field of adaptive façades’ research can be found in 

Loonen et al. [2013]. The purpose of th is chapter is to provide an abridged 

review of background concepts and ne w research findings, with relevance for 

narrowing down the scope of this thesis . While doing so, the details of two 
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preliminary simulation studies are briefly introduced (Sections 2.2 and 2.3). 

These case studies show the type of performance information that can 

currently be generated in terms of simu lation support for adaptive façades, 

but also serve to illustrate a number  of shortcomings of these existing 

approaches. Together, this then serves as the basis for functional 

requirements of the new computational simulation approach in Chapter 3. 

2.2�� Adaptive façades: background and 

characteristics 

The envelope of a building performs  many different functions [Hutcheon 

1963]. On the one hand, it offers safe ty, security, privacy, and protection 

against fire, wind and rain. On the othe r hand, it functions as the connecting 

element between building occupants and the outside world, by regulating the 

exchange of energy and admitting access to e.g. views, daylight and fresh air.  

The design of a building envelope is of  crucial importance for the quality of 

the indoor environment it encloses. A growing awareness of the positive 

influences of good indoor conditions  on health, well-being and occupant 

productivity [Bluyssen 2010; Jin an d Overend 2014] prompts increasing 

interest for finding new ways of achieving this with less energy consumption 

[Brager et al. 2015]. Building envelopes are exposed to an environment that is 

highly dynamic – weather conditions ch ange continuously with seasonal and 

daily patterns, and also the influence of occupants (presence, activity, 

comfort needs) varies with time. Regula r building envelopes are designed as 

static elements and have limited ability to act in response to these changes. 

Adaptive façades, on the other hand, try to exploit these dynamics. 

Many different adjectives are in use to  refer to the virtues of buildings with 

time-varying façade characteristics. The most common variations include: 

adaptable, adaptive, dynamic, flexible , kinetic, intelligent, interactive, 

responsive, smart and switchable. Throughout this thesis, we use adaptive 

façades, and define it as: 

An adaptive façade has the ability to repeatedly and reversibly change some 

of its functions, features or behavior over time in response to changing 

performance requirements and variable boundary conditions, and does this 

with the aim of improving overall building performance in terms of energy 

use and IEQ. 
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More specifically, this research draw s upon three concepts from systems 

engineering literature to describe the po sitive features of adaptive façades: 

adaptability, multi-ability and evolvabi lity. The next subsections describe 

these concepts in more detail. 

2.2.1 Adaptability 

The definition of adaptability  that is used in this thesis is the one proposed 

by Ferguson et al. [2007]: the ability of a system to deliver intended 

functionality during operation, consider ing multiple criteria under variable 

conditions through design variables that  change their physical values over 

time. 

Building shells with this attribute ca n seize the opportunity to deliberately 

act in response to changes in IEQ requirements and ambient conditions, such 

as solar radiation, wind speed and direct ion, temperature, rainfall, etc. Doing 

this offers a potential for energy savi ngs compared to conventional, static 

buildings because the valuable energy resources in the local environment can 

be actively exploited, but only at times when these effects are deemed 

favorable. adaptive façades can thus act as weather mediator, negotiating 

between IEQ needs and what is available in the ambient environment 

[Wigginton and Harris 2002]. With embe dded adaptability, façades no longer 

have to be a compromise solution for the whole year, performing acceptable 

under a wide range of conditions, but never optimal regarding a specific 

situation [Ochoa et al. 2012; Goia 2016 ; C. S. Lee 2017]. Moreover, it gives 

opportunities to adjust to the individual  user [Bakker et al. 2014; Sadeghi et 

al. 2016], rather than a best average for all, as usually prescribed in comfort 

standards.  

In addition to the immediate effect, adaptability of building envelopes also 

helps in achieving gains through smart utilization of the thermal storage 

capacity of building constructions. By controlling the energy flux to/from 

structural thermal mass, adaptive façade s can help in mitigating overheating 

risk, and also limit redundancy in installed heating and cooling capacity [Hoes 

and Hensen 2016; De Witte et al. 2017]. 
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2.2.2 Multi-ability 

The concept of multi-ability origin ates from the existence of non-

simultaneous performance requirements, or  the need to fulfil new roles over 

time. The ‘balcony that can be folded ’ [Hofman and Dujardin 2008] and the 

Velux Cabrio system [Petersen et al. 1990] are illustrative examples of a 

responsive building envelope that features multi-ability: depending on 

ambient conditions and users’ preference, it changes function from window 

to a balcony-on-demand [Weaver et al. 2008].  

Multi-ability differs from adaptability in  the sense that multiple requirements 

are fulfilled successively, not at the same time [Ferguson et al. 2007]. Unlike 

conventional systems, designed to satisf y a single set of conditions, it allows 

for addressing change via a plurality of individually-optimized states. In this 

way, multi-ability promotes more efficient use of resources, which adds to 

the list of benefits already mentioned in the previous paragraph. A second 

application of multi-ability is the potent ial for spatial versatility. At the same 

moment in time, the properties of the building envelope can be different for 

various positions of the building shell. In this way, different orientations of 

the building can independently react to the ambient conditions or to distinct 

comfort preferences requested by indi vidual users in separate zones. 

2.2.3 Evolvability 

Whereas adaptability and multi-ability mostly handle short-term changes, 

evolvability is a property of flexible systems that deals with variations over a 

longer time-horizon [Silver and de Weck 2007]. Perhaps even more than 

uncertainty in day-to-day operation, future building requirements and 

boundary conditions are highly unpredictable, or cannot even be known in 

the design stage [Holmes and Hacker 2007; De Wilde et al. 2011; Grant and 

Ries 2013]. Building shells that can evol ve over time are a means of extracting 

value from the uncertainty of these unfo reseen events [Struck et al. 2014]. 

Evolvability is nevertheless considered more a positive side-effect, rather 

than a main design objective; the ability to keep options open preserves 

opportunities to react to changes as they unfold in the future or perhaps 

might not occur. Concerning the building and construction industry, 

evolvability, or sometimes called survivab ility or resilience [Stevenson et al. 

2016], can be used to deal with changing conditions coming from the outside 

(e.g. climate change, changing urban environment, deterioration of building 
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components) or from the inside (e.g. or ganizational function changes of the 

building, new space layout). In all these cases, having a façade that can react 

to changes increases the chances that th e building can continue operation as 

intended, without getting impaired by potential negative impacts of 

unforeseen future conditions [Fawcett et al. 2012]. 

2.3�� Decision support for product development 

of new adaptive façade concepts 

2.3.1 Introduction 

Transitioning adaptive façades from niche application to mainstream design 

option will require continued developm ent of innovative adaptive façade 

materials, components and systems. However, it turns out that just having a 

good idea is not always enough; the su ccess or failure of innovations in the 

construction industry is influenced by  several other factors. The ability of 

innovation teams to show that their new product will reduce cost and 

enhance quality or performance, has been recognized as one of the key 

enablers for success in this context [Toole 2001; Loosemore and Richard 2015; 

Klein 2014]. A lack of effective communi cation about perfor mance aspects, by 

contrast, was identified as one of the significant barriers hindering technical 

innovation in construction [Gambatese  and Hallowell 2011]. In Loonen et al. 

[2014], fifteen recently published proj ects describing R&D steps of various 

innovative adaptable building envelo pe components were reviewed and 

classified according to four phases of development: laboratory scale, 

reduced-scale experiment, full-scale mo ck-up, and pilot study. Figure 2.1 

presents a summary of these projects.  

 

[Xu et al. 2007; Xu and Van Dessel 2008; Chun et al. 2008; Imbabi 2006; Elsarrag et al. 2012; Granqvist et al. 2010; 

Piccolo and Simone 2009; Assimakopoulos et al. 2007; E. S. Lee et al. 2012; Lienhard et al. 2011; Viereck et al. 2010; 

He and Hoyano 2011; Ismail 2001; Grynning et al. 2013; Goia et al. 2013; Goia et al. 2014; Davidsson et al. 2010; 

Runsheng et al. 2003; Givoni 2011; E. S. Lee et al. 2006; Erell 2004; Leal and Maldonado 2008; Carbonari et al. 2012; 

Debije 2010; Nitz and Hartwig 2005; Seeboth et al. 2010; E. S. Lee et al. 2013] 
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Figure 2.1. Classification of adaptive fa çades product development publications in 
relation to the characteristic R&D phases. 
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A number of inefficient elements in the R&D process were identified from 

these fifteen studies: 

� �� Mismatch between information need and availability:  Product 

development of building envelope components often takes a linear 

solution approach (e.g. the stage-gate approach), even though the 

design problems tend to be ill-defi ned [Eppinger et al. 1997; Kiss and 

Neij 2011; De Klijn-Chevalerias et al. 2017]. Decisions in the early 

stages have the highest impact on the end result, but in the absence 

of detailed whole-building perfor mance information, tend to be 

based on intuition rather than analysis. Because the available 

performance information tends to be limited in scope and level of 

detail, it is difficult to set goals, and evaluate whether they are 

achieved. Moreover, early-stage identification of most promising 

directions for further development is a challenging task.  

� �� Disconnect between material science and building scale:  Multiple 

stakeholders with diverse interests are involved in the product 

development process. Each stakehol der has a different perception of 

the value of the future façade prod uct [Den Heijer 2013]. As a result, 

there is a need for objective performance information to assist in 

decision-making trade-offs. The innovation process moreover 

typically spans across multiple engi neering disciplines. The expertise 

required for contributing to progress in technology development 

tends to be in a different domain th an the expertise required to assess 

what impacts this has on the built environment. In the existing 

workflow, material scientists have  limited guidance as to which 

properties are optimal [E. S. Lee et al. 2013], and it may not be 

straightforward to appraise how modifications on the material scale 

affect performance aspects on th e building level (e.g. indoor 

environmental quality). There is a de mand for integrated, multi-scale, 

multi-disciplinary tools to pr ovide such complex insights. 

� �� Lack of information on building integration issues:  The longitudinal 

performance of building envelope components is strongly coupled to 

building-specific design attrib utes (e.g. glazing percentage, 

orientation) and dynamic disturbances (e.g. climatic conditions, 

occupants’ behavior). Component- level performance metrics like U-

value and solar heat gain coefficient, which are determined under a 

single set of standard test conditions, can capture this type of 

complexity only partially [Dave an d Andersen 2011; De Wilde et al. 
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2002]. For example, Saelens [2002 ] has shown that active façades 

feature a significant dependence between environmental conditions 

and U-value or g-value. Pushing component-level properties of 

adaptive façades towards either high or low extremes might not 

always be the best solution consid ering the multitude of competing 

performance criteria over the whole building life cycle [Ochoa et al. 

2012]. Moreover, component-level performance metrics have very 

limited use in assessing the dynamic performance of buildings with 

adaptive façades. 

� �� Limited scope of experiments:  The task of obtaining reliable 

performance information on the basi s of experiments is not always 

straightforward. This is the case for measuring the different building 

energy flow paths [Judkoff et al. 2 008], and also applies to objective 

quantification of thermal and visual comfort perception. Moreover, 

conducting series of experiments with different product variants is a 

time-consuming and labor-intensiv e activity. Because of planning 

and budget constraints, the number of product iterations in 

experiments often needs to be kept as low as possible [Strachan 

2008].  

� �� No what-if analysis:  In the conventional product development 

process, only a limited number of scenarios, related to such factors 

as orientation, building typology and climate can be examined. It is 

difficult to make projections of performance outside the range of 

tested conditions on the basis of this bounded and incomplete 

knowledge. Technological product development can also be 

hampered by the state of innovation itself. The envisioned directions 

for further development may be clea r, but the technology is still 

immature, or evaluated on the basis of semi-functional prototypes [E. 

S. Lee et al. 2013]. Test output from experiments may consequently 

give a distorted view of reality, and thereby introduce the risk that 

the actual performance of the end product is misinterpreted 

[Thomke 1998]. Physical tests thus provide only limited insights into 

possibilities of products with specifications that push the edge of 

what is possible. To explore future directions, it can sometimes be 

worthwhile to assess the performa nce of visionary, hypothetical 

product variants with properties an d/or dimensions that cannot yet 

be manufactured [O’Connor and Very zer 2001; C. S. Lee 2017]. The 
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virtual world of computer simulations is well-suited for supporting 

this type of analyses. 

Considering these limitations in existing product design and development 

processes, it is likely that some emerging adaptive façade technologies do 

currently not reach their full potential. Innovation processes in the 

construction industry tend to be based on technology-push  (what is 

possible?), instead of market-pull  (what is needed?) [Nam and Tatum 1992]. 

This situation potentially leads to sub- optimal solutions that have negative 

impact on the competitive position of product developers, but is also a missed 

opportunity for the innovations to cont ribute to sustainability goals.  

This thesis explores the use of BPS to assist decision-making in product 

development processes of adaptive façades. The application example 

presented in Section 2.3.2 will illustrate  the added value of the current use of 

BPS in a typical R&D project. The opportunities can be contrasted with the 

inefficiencies presented in this section. At the same time, the case study also 

highlights some of the existing limi tations in the use of simulations with 

respect to the specific characte ristics of adaptive façades. 

2.3.2 Case study and simulation method 

Windows with switchable reflection/t ransmission properties in the near-

infrared (non-visible) part of the sola r spectrum are considered as a viable 

future option for significant reductions in the energy use for heating, cooling 

and lighting in buildings [DeForest et al. 2013; Ye et al. 2013; Khandelwal et al. 

2017]. Recently, such a switchable IR reflector with high transparency in the 

visible wavelength range has been fabricated with the use of cholesteric liquid 

crystals [Khandelwal et al. 2015]. Th roughout this development process, 

simulations acted as a virtual test-bed, providing feedback to the developers 

by evaluating the whole-building pe rformance impacts of switchable IR 

reflectors with different properties. 

A medium-size office building (Table 2. 1), with properties as defined by the 

U.S. Department of Energy reference buildings, was simulated using TRNSYS 

simulation software [TRNSYS 2017].  In these dynamic whole-building 

performance predictions, the effect of the switchable IR reflector on 

potential primary energy savings for heating, cooling and artificial lighting 

was analyzed. The window was switched to the reflecting state when the 

indoor operative temperature was above 22  °C during daytime. In this way, 
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solar heat gains are allowed to the buildi ng when it is cold, but reflected when 

there is a risk of indoor overheating.  

Table 2.1. Details and assumptions of the case study building. See [Deru et al. 2011] for a 
full description.  

Building description

Window-to-wall ratio 48%

U-value window 1.3 W/m 2K

Opaque façade elements Heavyweight, thermal insulation 

according to ASHRAE 90.1 [2013]  

Room depth 6.4 m

 

Conversion to primary energy

Heating system efficiency 0.9

COP heat pump 3

Primary energy conversion factor for 

electricity 

2.5

 

Building usage scenario

Climate data TMY2 weather files

Occupied hours 09:00 – 17:00 on weekdays 

Occupant heat loads 6 W/m 2

Equipment loads 13 W/m 2

Lighting power density 9 W/m 2

Heating and cooling setpoint (T op) 20°C and 26°C

 

The window properties that were used in the simulations were obtained 
from spectral measurements on small-scale samples, and converted to the 
right format, using the calculation methods in the software Optics [LBNL 
2017a] (Table 2.2). 

  



 27 

Table 2.2. Window properties of the double glazing units in the simulations 

Type of Window Tsol Tvis g-value 

Reference 0.60 0.76 0.70 

Switchable IR reflector – transparent state 0.59 0.72 0.68 

Switchable IR reflector – reflecting state 0.48 0.69 0.56 

 

Three different climates were selected to understand the relation between 

environmental conditions and energy savings in buildings with switchable IR 

reflectors: (1) Abu Dhabi, United Arab Emirates (2) Amsterdam, the 

Netherlands and (3) Madrid, Spain. The results are compared to a reference 

configuration employing normal double glazing (Ref, Figure 2.2) for a south 

facing office. We have also compared th e results of the switchable IR reflector 

(R-IR) with a static permanent IR reflector (StIR) in the ‘off’ state [Khandelwal 

et al. 2014]. This evaluation shows the impact that a switchable system may 

have in comparison to static IR reflec tors that are already available in the 

market.  

2.3.3 Results 

The simulations show that the energy-saving potential of switchable infrared 

reflectors in office buildings strong ly depends on the local environmental 

conditions (Figure 2.2). In Abu Dhabi, which has a warm and sunny climate 

throughout the year, the application of a switchable IR reflector (R-IR, 178.1 

kWh/m 2.yr) leads to cooling energy saving s of > 15% compared to a normal 

double glazing window (Ref, 211.2 kWh/m 2.yr). However, in such locations, 

the demand for cooling is high throug hout the year, which makes non-visible 

solar gains unwanted at all times. Given the current window switching 

control strategy, the window would be in the transparent state for only 23 

hours of the year. Hence, similar energy savings are achieved with static IR 

reflection (Figure 2.2, StIR versus R-IR). In the Amsterdam environment, the 

window would be switched from the reflective state to the transmission state 

for a considerable amount of time (1684 hours). The simulation results 

indicate that in heating dominated clim ates such as Amsterdam, there is no 

need for either switchable or static IR reflectors. The decrease in utilization 

of passive solar heat gains would lead to an increase in demand of energy 

required for heating.  
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Figure 2.2. Comparison of energy use intensity for a normal double glazed window (Ref), 
static IR reflector (stIR) and the switchable (responsive) infrared reflector (R-IR) for 

three different climates. 

In climates such as Madrid which have more seasonal influences than 

Amsterdam or Abu Dhabi, for example, trade-offs between heating and 

cooling are better balanced. The ability of the windows to switch between a 

transparent and reflecting state thus becomes more interesting, as well-

controlled solar gains have benefits duri ng both heating and cooling periods. 

The total energy that can be saved by replacing the normal double glazing 

window (Ref, 126.1 kWh/m 2.yr) with the fabricated switchable IR reflector (R-

IR, 110.6 kWh/m 2.yr) is 12.3 %. For the same situation, a static IR reflector 

(121.9 kWh/m 2.yr) would only result in 3% energy savings. The climate in 

Madrid is predominantly sunny, yet has a relatively large number of cold days, 

so continuous reflection of NIR sunlig ht is not always a good strategy. The 

window would need to be switched to the transparent state for an estimated 

870 hours per year. It is advised that switchable IR reflectors are used in this 

case to utilize passive solar gains in a dynamic way.  

2.3.4 Discussion and lessons learned 

Although relatively simple in scope an d application, the example of windows 

with controllable IR reflection properties clearly illustrates the value of using 

BPS to support the innovation process of an innovative adaptive façade 

concept in an early phase of the R&D process. With respect to the 

inefficiencies introduced in Section 2.3.1, it shows that simulations can be 

used to:  
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� �� Benchmark the performance of new components, relative to current-

practice design solutions and other competing innovations. 

� �� Quantify the performance of buil ding envelope products on the 

whole-building level considering th e influence of dynamic boundary 

conditions and indoor comfort criteria. 

� �� Provide insight into the performance under different climatic 

conditions. The parametric analyses can easily be extended to include 

variations in e.g. façades orie ntations, window-to-wall ratios, 

building usage scenarios, etc.  

Despite all the opportunities, the simulation process also faced a number of 

challenges, most of which were caused by software limitations. The following 

limitations and needs for further development are identified: 

� �� The computational algorithms in most building performance 

simulation programs focus on a sing le physical aspect (e.g. thermal, 

ventilation, daylight) [Crawley et al. 2008], with no possibility to 

explicitly model the interactions between domains. Proper analysis of 

advanced building envelope systems requires an integrated 

performance assessment method that covers all relevant physical 

domains and interactions at an appropriate level of detail [Citherlet 

et al. 2001]. In this present case, it was not possible to account for all 

interactions between daylight utiliz ation, visual comfort, electrical 

light usage and passive solar energy gains. It is therefore difficult to 

investigate the trade-offs between  these complementary domains. 

� �� The possibilities to model time-varying façade properties in available 

simulation tools are very limited. This limits the scope and level-of-

detail at which different adaptive  façade solutions can be assessed. 

The implications of such simulation-specific issues will be further 

explored in Chapter 3. 

� �� Only very simplified control strate gies for façade adaption could be 

modeled. The control logic had to be defined before the start of a 

simulation. Alternative modeling and simulation approaches are 

needed to support performance prediction with more advanced 

façade control strategies. 

� �� The current simulation study is mostly a post-hoc analysis  that 

rationalizes the performance of wi ndows with properties that were 
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already fabricated in the lab. To use the power of simulation to its full 

extent, the process could also be inversed, by examining the potential 

of materials with properties that are not (yet) fabricated in the lab. In 

that case, the innovation process would shift from technology-push  

toward market-pull . However, simulation-based testing of the 

performance of many window variants  with different properties is a 

labor-intensive task. There is a n eed for a structured approach to 

streamline this design space exploration process. 

2.4�� Façade adaptation at longer time-scales – 

an optimization example 

2.4.1 Introduction 

The bulk of research on adaptive fa çades focuses on components that can 

change their properties on a high-frequency basis, i.e., in the order of 

seconds, minutes or hours [Wigginton and Harris 2002]. Examples include 

the deployment of switchable glazing technology [Baetens et al. 2010], 

dynamic thermal insulation [Kimber et al. 2014], advanced solar shading 

systems [Schumacher et al. 2010; Fiorito et al. 2016], and materials with 

variable solar absorptance/emittance properties [Park and Krarti 2016]. 

These short-term adaptation mechanisms enable the façade dynamics to 

synchronize with changing boundary conditions, and as a result, they are 

expected to represent the highest potential in terms of performance 

improvements [Selkowitz and Bazjanac 1981 ; Davies 1981; Moloney 2011]. It is 

also the reason why the new computatio nal approach in this thesis focuses 

on short-term adaptive façades.  

An alternative to short-term adaptive façades are façades that can adapt their 

properties in response to changing co nditions over the seasons [Loonen et 

al. 2011]. Previous studies have identified  that building designs with seasonal 

adaptation strategies can enhance energy and comfort performance 

compared to the best static situation (e .g. [Claridge 1977; Lorenz 1998; Dubois 

1999]). In this context, improvements in building performance have already 

been demonstrated in cases with seasonal variation in: solar shading design, 

window properties, thermal insulation , thermal mass, natural ventilation 

strategies and temperature setpoints [Kasinalis et al. 2014]. It is noted that 

adaptive façade technologies with short response time can also be operated 
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in response to long-term variations . However, compared to short-term 

adaptability, seasonal façade adaptation has a number of possible advantages: 

� �� The technical feasibility, robustness and durability are expected to be 

higher, since long-term adaptive façades are more likely to be built as 

low-cost add-on solutions, with less challenging technologies.  

� �� There is no need for complex control strategies and user interaction 

mechanisms as the façade needs to change only few times during the 

year. 

� �� The risk for disturbance or reduced occupant satisfaction due to 

moving façade components is very low. 

Additionally, it turns out that the analysis of the performance potential of 

seasonal façade adaptation is not affect ed by most of the simulation process-

related limitations for short-term adaptive façades (as presented in Section 

2.3.4), and can be done using already ex isting simulation approaches. Long-

term adaptive façades furthermore allo w for easy integration with existing 

building envelope optimization workfl ows. The next example illustrates the 

benefits of such an approach. 

2.4.2 Case study and simulation method 

The purpose of this case study is to  analyze the possible improvement in 

energy performance and indoor environmental quality due to monthly 

adaptation of six building envelope pa rameters. The simula tions are based on 

coupled building energy and daylight  simulations, conducted under multi-

objective optimization (MOO) scenarios with genetic algorithms, following 

the method that is introduced in Kasinalis et al. [2014].  

The study considers a single-person south-facing perimeter office zone (3.6 

m × 5.4 m × 2.7 m), situated at an intermediate floor, surrounded by identical 

office zones and a corridor at the back. The building, which is evaluated under 

Dutch climate conditions, is occupied on weekdays from 8 to 17 h. Heating is 

assumed to be supplied with an ideal sy stem with unlimited capacity, but no 

active cooling system is employed. Vent ilation with outside air is provided at 

a rate of 2 ACH during occupied hours. The opaque part of the external façade 

is modeled as a single layer with a thic kness of 0.35 m. Window-to-wall ratio 

(WWR) as well as thermophysical and optical material properties are 
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determined by optimization. Table 2.3 gives the dynamic range of the design 

parameters that are considered in this study. 

Table 2.3. Overview and range of design parameters. 

Parameter Range Unit 

Density ( �!) 50 - 3000 [kg/m 3] 

Specific heat (c p) 0.8 – 2.0 [kJ/kgK] 

Thermal conductivity ( ��) 0.1 – 2.5 [W/mK] 

External surfac e absorptance ( �.) 0.1 – 0.9 [-] 

Window to wall ratio (WWR) 0.1 – 0.8 [-] 

Glazing ID (see Table 2.4) 1-7 [-] 

 

Allowing the different optical and th ermal glazing properties to vary 

independently from each other can easily lead to fenestration typologies that 

are unrealistic from a physical point of view. To avoid this, we used existing 

window systems with meaningful properties. Table 2.4 shows the properties 

of the glazing types that correspond to  the glazing IDs from Table 2.3.  

Table 2.4. Overview of glazing properties. 

Glazing ID U-value [W/mK] g-value [-] 

1 5.7 0.86 

2 2.8 0.76 

3 1.4 0.59 

4 1.4 0.62 

5 1.3 0.59 

6 1.3 0.62 

7 0.9 0.59 

 

An exterior shading system (venetian blinds) is applied to control the 

admittance of solar gains. These blinds are “ideally” controlled on the basis of 
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an active users profile [Reinhart 2004]. This stochastic algorithm assumes 

that the blinds are rearranged on a regular basis with the aim of maximizing 

daylight availability while preventing glare and direct sunlight on the work 

plane. Artificial lighting with a lighting power density of 10 W/m 2 is switched 

on, only when daylight availability is not sufficient to meet the illuminance 

target of 500 lx on the work plane. 

Dynamic simulations were conducted usin g the multi-zone building model in 

TRNSYS [TRNSYS 2017]. These energy simulations were coupled with the 

outcomes of daylight si mulations in DAYSIM [DAYSIM 2015]. The long-term 

adaptation was investigated using twelve separate analyses, in which each 

month of the year was addressed by a different set of simulations and 

optimization. The annual performance wa s then obtained by the combination 

of monthly results as described in detail in Kasinalis et al. [2014]. By 

combining these simulations in a multi-objective optimization framework, 

the following two optimization objectives were minimized: 

� �� Primary energy consumption [kWh/m 2] (for heating and artificial 

lighting).  

� �� Number of hours per year when |T diff | > 3 K, where Tdiff is the 

temperature difference between the indoor operative temperature 

and the comfort/neutral temperature (corresponding to Category II 

in EN 15251 [2007]).  

2.4.3 Results 

Optimal performance of seasonal adaptation in adaptive façades 

Figure 2.3 shows the annual results for different façade configurations in two 

dimensions: energy consumption and th ermal comfort. Each dot in this 

scatter plot corresponds to a possible co mbination of façade properties, i.e. 

a façade design. The black dots represent the Pareto front with annual 

optimization results for the façade wit h non-adaptive properties (note that 

the cloud with dominated non-adaptive de sign solutions is omitted in this 

figure). Optimization results for the ad aptable façade are obtained by making 

all possible combinations from Pareto so lutions of the individually optimized 

monthly simulations. For the case study, this cloud of results is shown with 

pink dots in Figure 2.3, with its corresponding Pareto set in red.  
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Figure 2.3. Comparison of the annual Pareto  fronts for the static (black) and monthly 
adaptive façades (red).The pink dots represent the cloud of available solutions for the 

case of the adaptive façade. See text for descriptions of points A, B, B’ and C. 

It is worth noting that all solutions that were aggregated from the sets of 

monthly optimal results are non-domi nated with respect to the Pareto-

optimal design solutions with a static façade. Due to the large number of 

possible combinations originating from the points in the twelve Pareto fronts, 

the density of the created cloud is significant. Therefore, it is more difficult 

to distinguish individual solutions (dots) in comparison with the cloud 

representing the performance of the sa me zone with a non-adaptive façade. 

This finding indicates that many ad aptive façades solutions lead to 

approximately similar performance, and that additional preferences could be 

introduced to select the best alternative. When evaluated under only the 

scope of energy consumption reduction, the application of a monthly 

adaptable façade shows a moderate improvement. For example, if the design 

team accepts discomfort in the range of  240 hours per year (with respect to 

EN 15251 standard, category II), then the reduction in energy consumption 

amounts to 18% compared to the best perf orming static building shell design 

(compare points B and B’ in Figure 2.3). This saving potential is not remarkably 

high, but it should be considered that  these savings are compared to an 

optimized static façade, and most buil dings do not have optimized static 

façades. Moreover, savings around 18 % would provide, for example, four 

credits in the LEED green building certif ication system, which is a good result 
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considering that the intervention is focu sed only on seasonal adaptability of 

the building envelope. 

The potential of seasonal adaptive façades stands out better when not only 

the effects on energy conservation, but simultaneously also the impact on 

indoor environmental quality is consid ered. The office zone with adaptive 

features achieves a high-quality indoor environment (up to zero discomfort 

hours, point C) while achieving energy savings around 15% in comparison 

with the best performing static design, point B’. This performance gain points 

out that further developments of innova tive adaptable building shell concepts 

seem worthwhile, particularly considering the positive correlation between 

indoor environmental quality and increased employee productivity in office 

spaces. 

Optimum properties of se asonal adaptive façades 

In addition to the assessment of the pe rformance potential of a building shell 

with monthly adaptable properties, it  is also useful to gain better 

understanding of the optimum design ch aracteristics of such an innovative 

façade.  

 

Figure 2.4. Optimum window-to-wall ratio of monthly adaptive façades for the case 
study office building in the Netherlands. Points A, B and C correspond to the three 

designs in Figure 2.3. The dotted line repr esents B’, an optimal non-adaptive design 
solution. 

Figure 2.4 shows the time evolution of optimal WWR values for the three 

representative points of Figure 2.3. The three lines represent point B (with 

240 discomfort hours), and the two Pareto extremes with maximum (point A) 
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and minimum discomfort level (point C). The fixed value of the best 

performing static façade design, point B’, is indicated with the dashed line.  

The results in Figure 2.4 indicate a clear preference for low WWR values 

during winter months. This result implies, in accordance with previous 

findings [Peippo et al. 1999; Ochoa et al. 2012], that under winter conditions 

in temperate climates, passive solar gains and daylight utilization are 

insufficient to compensate for conduc tion losses through windows. Due to 

the lower thermal resistance of fenest ration compared to opaque wall parts, 

the given optimization formulation co nsistently favors low window to wall 

ratios in winter. In mid-season mo nths, however, the reduced heating 

demand in combination with the low risk for overheating promotes higher 

levels of daylight utilization. Therefore, relatively high values of WWR are the 

optimum during these months. In th e summer period, the substantially 

higher risk of thermal discomfort leads to smaller window areas than in the 

mid-season, but larger in comparison to winter months. The differences in 

performance between points A, B and C in Figure 2.3 are clearly reflected in 

the optimum WWR for each case. During the winter months, all three points 

have the same values due to the abse nce of overheating risk, and hence the 

mild conflict between performance objectives. During the mid-season and 

summer, two groups can be identified. On one hand, the designs with priority 

in energy consumption (points A and B) have larger windows, reducing the 

use of artificial lighting but increasing the number of overheating hours. On 

the other hand, the design with priority for comfort (point C) has reduced 

windows sizes, spending more energy for artificial lighting but avoiding 

comfort problems caused by excessive solar heat gains.  

A comparison between the properties of  point B and the static optimum shell 

(B’ represented by the dashed line) in Figure 2.4 shows that the improvements 

in performance are based on relatively large adaptations in WWR. It is 

remarkable that, for most months in the year, the adaptable WWR values are 

larger than the static value. Larger WWR values indicate that in this case 

study, adaptive façades also increase the view to the outside, which is an 

important performance aspect in building s [Aries et al. 2010]. As such, this 

finding shows a clear example of the pr omising role of adaptive façades, 

together with the type of concessions [R adford and Gero 1980] that is needed 

to design static building envelopes wh ich are supposed to perform well under 

the wide range of different boundary conditions.  
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Figure 2.5. Optimum properties of monthly adaptive façades for the case study office 
building in the Netherlands. 

Figure 2.5 presents the optimum monthl y values of the other building shell 

properties in the case study. The overall trend for most properties is in 

accordance with the expected behavio r. External surface absorptance has 

higher values in winter (improving passive solar gains) and has lower values 

in summer (reflecting solar radiation to reduce overheating). Thermal 

conductivity has lower values in the winter and mid-season (reducing 

conduction losses) and has higher values in summer to improve heat losses 

and avoid overheating. The combined e ffects of density and specific heat 

suggest that optimal building shells are lightweight in winter, and 

heavyweight in summer. This finding is consistent with the results in Hoes et 

al. [2011]. Finally, the evolution of glazin g ID over time points out that it is 

important to have high-performance fenestration properties, i.e. low U-value 

(0.9 W/m2K) and relatively low g-value (0.59), throughout the entire year.  

Monthly optimized adaptive façade proper ties in Figure 2.5 also show some 

erratic behavior that cannot be directly explained by physical principles. Part 

of this behavior may be caused by limi tations of the genetic algorithm, which 

cannot guarantee that the outcome of th e optimization process is the global 

optimum. Although measures have been taken to ensure convergence of the 

optimization, an in-depth analysis of th e impact of different settings of the 

algorithm was not the focus of this re search. These results, however, do 
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demonstrate the need for further resear ch on robustness of optimization 

outcomes with respect to adaptive façades. Another reason for the erratic 

behavior of some properties pertains to sensitivities in the input-output 

relationship between design parameters  and objectives. Tw o different effects 

play a role here: 

� �� There is an inherent difference in sensitivity of the performance 

indicators to each adaptive façade  property in the design option 

space [Struck et al. 2009; Tian 2013]. 

� �� The effect of certain design vari ables (e.g. solar absorptance) can 

become negligible when another variable (e.g. thermal insulation) has 

a first-order effect in driving the optimization search [Brownlee and 

Wright 2012]. 

The effect of different input-output relationships on the performance of 

adaptive façades is further exemplified in Figure 2.6 which presents the cloud 

of design options investigated during  the optimization run for the month 

April.  

 

Figure 2.6. Bubble plots of all the design solutions evaluated in the optimization process 
for the month of April, with colors based on  the values for (A) thermal conductivity and 

(B) specific heat capacity. 

In Figure 2.6, each design alternative is colored according to the value of the 

conductivity (Figure 2.6A) and specific heat capacity (Figure 2.6B). For 

thermal conductivity, it can be noticed that design solutions converge to a 

specific tint of the color map as the design solutions approach the Pareto 

front. Such kind of ordered patterns in the optimization cloud and along the 

front contain useful cues about the sign ificance of design variables to the 

optimal trade-off in multi-objective pr oblems [Chichakly and Eppstein 2013]. 
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Based on the results in Figure 2.6A, conductivity seems to have a dominant 

influence on performance as all Pareto-optimal solutions converge to 

approximately the same value. This dominant effect reduces the erratic 

behavior of this property in the optimi zation results, as seen in the winter 

months of Figure 2.5B. This is in co ntrast with the seemingly random spread 

of values in the Pareto front for specif ic heat capacity, and in this case the 

optimum solution in Figure 2.5D  should be adopted with caution. 

2.4.4 Discussion and lessons learned 

The previous paragraphs presented an example of the analysis of adaptive 

façades with coupled daylighting and ther mal simulations. Although the focus 

was on thermal comfort and energy consum ption, it did also take daylighting 

and electricity use for lighting into account. Moreover, the study highlighted 

the merits of automated design spac e explorations through the coupling 

between BPS tools, optimization algori thms and post-optimization analysis 

of the results. The study shows a significant performance potential for 

seasonal adaptability of building faça des because they take care of energy 

savings while upgrading the indoor environment. Whereas the optimization 

of the static façade has to make compromises to achieve satisfactory 

performance over the whole year (e.g. resulting in small window areas), long-

term adaptive façades can strategica lly take advantage of the variable 

conditions by adapting over time (e.g . large window areas during most part 

of the year). 

It is hypothesized that adaptive façades with shorter-term (e.g. hourly) 

adaptation options can achieve even  better performance, because the 

adaptive façade actions/responses can be synchronized with changes in 

internal and external boundary cond itions. The here presented assessment 

method is, however, not well-suited to  explore this potential. In these 

simulations, the changing of façade co nfigurations did not take place during 

simulation run-time, but was approximated by coupling the results from a 

series of disconnected, monthly simulations. With a higher façade adaptation 

frequency, the simulation periods would get shorter, meaning that 

shortcomings in the initialization proces s (i.e. the end state of one simulation 

(surface and construction node temperat ures) are different from the starting 

conditions of the subsequent simula tion) effects start playing a more 

prominent role. Using a series of deco upled simulations, the correctness of 

thermal history effects at the transition between two successive simulations 
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cannot be guaranteed [Loonen, Hoes, et al. 2014]. With short-term adaptation 

cycles (e.g. hours), in particular, this ca n lead to significant prediction errors, 

as the repeated start-ups would almost defeat the purpose of dynamic 

simulations.   
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3 

 Principles and requirements for 

simulation-based optimization of 

adaptive façades 

 

 

 

 

 

3.1�� Introduction 

The relationship between façades and bu ilding performance is multi-faceted. 

In comparison with conventional buildi ngs, the various IEQ elements (e.g. 

thermal, visual, air quality, etc.) tend to be more interconnected in buildings 

with adaptive façades. Moreover, their interactions and priorities are 

changing dynamically, and can be in fluenced over time. Modelling and 

simulation studies that consider ad aptive building envelopes have to 

accurately represent a sequence of time-varying building envelope system 

states (or properties), instead of a static representation of the building 

enclosure. Moreover, for effective performance prediction of adaptive 

building envelope systems, it is essent ial to simultaneously consider multiple 

levels, in terms of (i) spatial scales, ( ii) time resolutions, and (iii) physical 

domains.  
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Compared to simulation-based design optimization of conventional, static 

façades, two major additional requirements for the computational 

performance prediction framework are identified: 

� �� Modeling time-varying façade properties:  Façade specifications (i.e. 

material properties or position of components) need to be 

changeable during simulation ru n-time to properly account for 

transient heat transfer and energy storage effects in building 

constructions [Loonen, Hoes, et al. 2014]. The motivation for doing 

this, as well as the challenges an d opportunities for accomplishing 

this in existing state-of-the-art BPS software, are discussed in 

Section 3.2.  

� �� Modeling the dynamic operation of façade adaptation:  The dynamic 

interactions in adaptive façades give rise to a strong mutual 

dependence between design and control aspects. The performance 

of adaptive systems fully depends on the scheduling strategy (i.e. 

control logic) for façade adaptation  during operation. Moloney [2011] 

describes it as: “The design outcom e in a project with kinetic façades 

is a process, rather than a static object or artifact”. Thus, to identify 

the characteristics of optimal adaptive façade systems, it requires not 

only design considerations (i.e. façade system design parameters), but 

also insights into high-performan ce automated operation strategies 

of the dynamic façade to be considered, already during the product 

development or design phase [Hoes et al. 2012]. Moreover, effective 

design and operation of dynamic façade systems depends also on the 

integration with operations of the other building services. For 

example, limited lighting energy savings could be achieved if the 

operation of dynamic solar shading is not integrated with a lighting 

dimming system. Similarly, the integration with HVAC, and renewable 

energy systems needs to be care fully considered. This coupling 

between engineering domains leads to a bi-level optimization 

formulation [Fathy et al. 2001; Evins and Orehounig 2014], which is 

further discussed in Section 3.3. 

Details from the translation of the ab ove two requirements into a software 

implementation are described in Chapter 4. An important characteristic in 

the development of the simulation-based optimization framework is that the 

optimization of building performance primarily takes place via changes in 

building shell configurations. This is a relatively unique situation, which 

requires that the performance aspe cts and corresponding performance 
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indicators that are used in the software implementation need to match this 

situation. The way in which the framework addresses these issues is 

therefore also described first, at the end of the current Chapter, in Section 

3.4. 

3.2�� Modelling and simulation techniques for 

performance prediction of adaptive façades 

3.2.1 Modelling challenges 

A large number of software tools is available for predicting the energy and 

comfort performance of buildings 6. Each program has unique features in 

terms of modelling resolution, solution algorithms, intended target audience, 

modeling options, ease of use vs. flexibility, etc. Generally, these tools are 

used to support informed decision-making in the later phases of building and 

HVAC system design/sizing [Hensen and Lamberts 2011]. The simulation 

tools with most powerful modeling ca pabilities, and which have undergone 

most rigorous validation studies (e.g. ESP-r, EnergyPlus, TRNSYS), are legacy 

software programs [Crawley et al. 2008 ]. Although these tools have active 

development communities, and receive regular updates and extension of 

modeling capabilities, their underl ying concepts and basic software 

architecture do not change. Most tools stem from a time when adaptability 

of building components was not a prim ary consideration [Ayres and Stamper 

1995; Oh and Haberl 2015]. Consequent ly, the building shape and material 

properties are usually not changeable during simulation run-time in these 

tools, which restricts the options for modelling adaptive façades. There are 

three main reasons for the present difficulties:  

1.�� User interface:  Input for constructions and material properties to 

BPS programs is normally given in the form of scalar values. These 

parameters are either directly entered by the user, or imported from 

pre-configured databases. The same static representation is 

implemented for the size, geometry and orientation of the various 

surfaces that together form the building envelope. In the most 

common approach, this information is  then processed once, prior to 

                                                               
6 The database of building energy analysis software maintained by the International Building Performance 

Simulation Association USA currently consists of 174 different tools [IBPSA-USA 2018] 
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the actual simulation run, and is  not updated further during the 

simulation. In many simulation pr ograms, users have very limited 

flexibility to extend the functional ity for modelling adaptive façades 

through the non-modifiable user interface and the restricted access 

to the source code of (proprie tary) simulation tools. Typical 

exceptions of non-constant elemen ts in most simulation programs 

are the deployment of solar shading systems and operable windows 

for natural ventilation, both of which can be functions  or time series.  

2.�� Solution routines for transient heat conduction through building 

elements.  Many of the widely used BPS tools such (e.g. Trnsys and 

EnergyPlus) adopt response fact or techniques (e.g. Thermal 

Response Factors (TRF) or Conducti on Transfer Functions (CTF)) to 

solve the differential equations governing the heat transfer 

phenomena through opaque building elements [Spitler 2011]. These 

methods are optimized for computatio nal efficiency, but by virtue of 

their design, they can only work with time-invariant thermophysical 

properties (i.e. density, specif ic heat capacity, and thermal 

conductivity) [Clarke 2001]. This is  because the coefficients that are 

used in the equations are constant and determined only once for each 

building envelope element at the beg inning of the simulation. As such, 

response factor methods do not perm it variations in thermophysical 

material properties during simulati on run-time [Delcroix et al. 2012; 

Pedersen 2007]. The default solution  routine in EnergyPlus uses the 

CTF methods, but the software was recently extended with a new 

finite difference scheme for cond uction, to allow for modelling 

temperature- or time-dependent material properties [Pedersen 

2007; Tabares-Velasco and Griffith 2012]. Practical use of these new 

algorithms is still limited [Roberz et  al. 2017], and its potential largely 

unexploited. The code in the simula tion program ESP-r, on the other 

hand, is based on the control volume method. This numerical 

methods adopt an iterative proced ure, thereby allowing for updates 

of the matrix coefficients that describe heat transfer, as time steps of 

the simulation proceed. This makes the simulation of variable 

thermo-physical properties  possible [Clarke 2001]. 

3.�� Control strategies.  Control strategies in BPS models provide the link 

between sensed variables and actuator actions by means of a certain 

control logic. This feature is mostly used for the control of HVAC 

systems, but other opportunities also exist. The (non-)availability of 
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actuator options is what in the en d determines the types of adaptive 

façade technologies that can be modelled in a simulation tool. The 

general architecture for the control of building systems (including 

adaptive building envelope systems) in BPS tools can be divided into 

3 parts: (i) sensors level (climati c boundary conditions, building 

internal boundary conditions and occupant preferences); (ii) control 

logic level and (iii) actuators level,  that is, any building component 

that can be controlled (including HVAC, artificial lighting and adaptive 

building envelope systems). 

Most BES tools use simplified expressions such as time-based 

schedules or hardcoded if-then-else statements as strategies for 

building systems control. Moreover, they allow a limited range of 

sensor and actuator options [Hoes et al. 2012]. Advanced control of 

dynamic properties is, however, identified as one of the major 

elements needed for performance assessment of adaptive façades. 

The lack of options is currently a significant barrier for performance 

prediction of advanced operation strategies with adaptive façade 

components as time-varying actuators. 

3.2.2 Opportunities using existing simulation software 

A short review of the possibilities for modeling adaptive façades in state-of-

the-art BPS tools was conducted to identify the current possibilities and 

existing development needs. This analysis is based on the information in user 

manuals, software tutorials, release note s and contextual help facilities of the 

BPS tools, as well as communication with their development teams. 

Furthermore, scientific articles, dissertations and the information exchange 

in mailings lists online forums were  used to gather input. Two types of 

modeling features are dist inguished: (i) application- specific and (ii) general-

purpose. Here, application-specific indi cates that the simulation model was 

implemented in the software with a specif ic adaptive façade concept in mind. 

The adaptive mechanism and how it is triggered are, therefore, already 

embedded in the specific model, and users can activate it easily by means of 

the GUI, but are limited to the pres ets available. The general-purpose 

features, on the other hand, are not restricted to a specific technology, but 

offer flexibility for user-defined comb inations of adaptive thermo-physical 

property variations and/or triggering  mechanisms. This higher abstraction 

level affords more freedom for explor ing innovative adaptive building 
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envelope systems, although it requires  the BPS user to define and code the 

control mechanism that triggers adap tation in the building element.  

1 - Application-specific capabilities 

An analysis of the capabilities in si x commonly-used software tools resulted 

in six different application-specific adapti ve features (Table 3.1); each of them 

is discussed below.  

Table 3.1. Overview of application-specific fe atures for modeling adaptive façades in six 
commonly used BPS tools. 

 EnergyPlus 7 ESP-r eQUEST IDA ICE IES VE TRNSYS 

Electrochromic glazing x x x o x o 

Thermochromic glazing x x o o o 

Insulatin g solar shadin g x o x x o 

Phase change materials x x o x 

Green walls and roofs x o x 

Movable insulation x o o o 

x - The modeling capability is readily availabl e from the graphical user interface and can 

directly be used by advanced users.  

o - The modeling capability is present in the so ftware, but can only be activated by expert 

users/developers via source-code modi fications or custom-made scripts. 

Different types of switchable windows, including electrochromic glazing , are 

commercially available, and many research papers have been written about 

their application in buildings and architecture [Baetens et al. 2010]. As a result 

of their presence in the market, opti ons for modelling switchable glazing 

technologies are embedded in several simulation tools. All the software tools 

analyzed offer the possibility to contro l the properties of the fenestration 

system during simulation run-time. The differences between the various 

implementations are the number of possible window states (e.g. on/off 

versus gradual transitions) and the simulation state variables that can be used 

for the control of adaptation (e.g. room temperature, ambient temperature 

and incident radiation).  

Thermochromic windows  are slightly more complicated to simulate than 

other switchable window types because of  their ‘intrinsic’ control character; 

adaptation of the fenestration properties is directly triggered by window 

surface temperature instead of a control signal that is based on more general 

simulation variables [Favoino, Cascone,  et al. 2015]. A thermochromic window 

                                                               
7 Some of the features in native EnergyPlus are also availa ble in GUIs that use EnergyPlus as simulation engine e.g. 

DesignBuilder, OpenStudio, Simergy, Sefaira. 
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capability was implemented in EnergyPlus  (since v3.1, 2009) and ESP-r [Evans 

and Kelly 1996]. The input of these mo dels consists of sets of window 

properties at various temperatures. During the simulation, the 

thermochromic layer temperature of the previous time step is automatically 

fed into a window control algorithm, which then selects the window 

properties that best match with the given temperature. In IDA ICE, IES VE 

and Trnsys, it is also possible to  model thermochromic windows, but a 

significantly higher level of work and expertise is required from the user side. 

The GUIs of EnergyPlus, IDA ICE and EnergyPlus offer the possibility to give 

dynamic shading devices additional th ermal resistance properties. This 

makes it possible to simulate the performance of insulating solar shading 

systems [Hashemi and Gage 2012]. In such an implementation, dynamic 

thermal insulation and solar shading are coupled; their separate effects 

cannot be analyzed.  

Prediction models for wall-integrated phase change materials (PCM) are 

present in EnergyPlus [Tabares-Velasco et al. 2012], ESP-r [Heim and Clarke 

2004], IDA ICE [Plüss et al. 2014] and TRNSYS [Kuznik et al. 2010]. These 

models influence heat transfer in constructions via either the ‘effective heat 

capacity’ or the ’additional heat sour ce’/‘enthalpy’ method. The need to 

implement PCM features led the develo pers of EnergyPlus to abandon the 

Conduction Transfer Functions approa ch and introduce a numerical finite 

difference conduction algorithm [Peder sen 2007]. This new algorithm also 

has a provision for including a temperature coefficient that makes thermal 

conductivity variable during the simulation [Tabares-Velasco and Griffith 

2012]. No applications of this latte r model were found in literature. 

EnergyPlus, ESP-r, and TRNSYS support the simulation of green walls and 

roofs. The models account for: (i) long-wave and short-wave radiative 

exchange within the plant canopy, (ii) pl ant canopy effects on convective heat 

transfer, (ii) evapotranspiration from the soil and plants, and (iv) heat 

conduction and storage in the soil layer [Sailor 2008; Djedjig et al. 2015]. In 

the EnergyPlus model, it is possible to include material properties that 

change over time with fluctuations in plant growth and moisture content 

[Sailor and Bass 2014]. 

Finally, EnergyPlus and IDA ICE [Bionda et al. 2014] have the option to predict 

the performance of building envelopes with moveable insulation . A 

controllable layer can be applied to th e interior or exterior side of a 

construction (not windows) to temporarily increase its thermal resistance. 
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These materials are massless, which means that no thermal energy can be 

stored in a moveable insulation layer. 

2 - General-purpose modeling options 

The application-specific adaptive fe atures presented in the previous 

paragraph only allow for a restricted leve l of flexibility. The tendency of BPS 

tools to lag behind the market availabili ty of adaptive technologies limits the 

number of application-specific modelling  capabilities available in a specific 

BPS tool, compared to what is technolo gically available. As such, there are 

many adaptive building envelope systems (either at prototype or at product 

stage), whose performance cannot be evaluated yet with the existing 

application-specific simulation models . Examples include tunable switchable 

windows with selective light transmission in different parts of the solar 

spectrum [Llordés et al. 2013], water- carrying transparent façades with solar 

control [Ritter 2014], solar-tracking ph otovoltaic façades [Nagy et al. 2016] 

and luminescent solar concentrating façade elements with variable 

transmission and scattering properties [Sol et al. 2018]. Therefore, from a 

product development and innovation poin t-of-view, it is more desirable to 

allow for bottom-up or general-purpose approaches to be able to simulate 

emerging or not-yet-existing adaptive building envelope materials and 

technologies.  

Because of their particular background and open make-up, the BPS tools 

TRNSYS and ESP-r both offer a number of attractive capabilities for modeling 

and simulation of adaptive building shell behavior in a generic way. A brief 

overview of adaptive features in both t ools is included here to provide further 

background for the decisions that are made in the newly-developed 

simulation approach. 

TRNSYS 

The approach that TRNSYS takes towards managing complexity in the built 

environment is characterized by breaking down the problems into a series of 

smaller components. One of these comp onents is a multi-zone building 

model — in TRNSYS called TYPE 56 — that can be connected to a large number 

of other components, including weat her data, HVAC systems, occupancy 

schedules, controllers, output function s, thermal energy storage, renewable 

(solar) energy systems, etc. This partic ular configuration allows the user to 

set up and manipulate the connections between the building and various 

other subsystems/components in the simulation environment. 
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TRNSYS TYPE 56 offers the possibility to change the thermal and optical 

window properties during run-time wit h a function called variable window 

ID. Additionally, it is also possible to  control the ratio of window/frame area, 

which influences the degree of transparent façade elements. Recently, 

TRNSYS was extended with a bidirectional scattering distribution function 

(BSDF) model that can be changed at ever y time step of the simulation [Hiller 

and Schöttl 2014]. All the other adaptive mechanisms in TRNSYS are not found 

in the (non-modifiable) building mode l itself, but in the connections with 

other components. Using equations in TRNSYS enables the application of 

Boolean logic and algebraic manipulations to almost all state variables in the 

simulation. This flow of information can then be used to drive a control 

algorithm that is able to dynamically ‘s witch on’, ‘switch off’ or modulate, for 

example, overhangs and wingwalls (TYPE 34), shading masks (TYPE 64), 

attached sunspaces (with or without mo vable thermal insulation) (TYPE 37), 

windows with variable insulation properties (TYPE 35) and photovoltaic 

modules (TYPES 94, 180 and 194). In addition, it is also possible to adjust the 

connections with weather files and radi ation processors. In this way, the 

effects of changing orientations (e.g. rotating buildings) can be mimicked. 

Even more control flexibility can be achieved by connecting TRNSYS models 

to the W-editor (Type 79) [Keilholz et al. 2009]. Type 79 makes use of W, a 

simple programming language that ca n influence the connection between the 

inputs and outputs of TRNSYS components at every iteration of the 

simulation.  

The standard TRNSYS distribution already comes with an extensive library of 

components. Yet, one of the distinct benefits of TRNSYS’ modular structure 

is the fact that it allows users to a dd content by introducing new components 

[McDowell et al. 2004]. With some coding  efforts, it is possible to encapsulate 

the desired adaptive façade behavior in a new TRNSYS TYPE which can then 

be linked to the building model. Due to constraints in TRNSYS’ CTF method, 

coupling of these new TYPES with the bu ilding envelope model works in a 

rather indirect way via the so-called sl ab-on-grade approach. In TRNSYS it is 

not possible to substitute building sh ell constructions/properties during 

simulation run-time. Instead, developers  can impose the desired behavior by 

overwriting the inside surface layer te mperatures of adjacent zones and the 

respective heat transfer coefficients . With respect to adaptive façades, 

Kuznik et al. [2010] and Claros-Marfil et al. [2014] recently demonstrated this 

approach for a new PCM wallboard TYPE, and Djedjig et al. [2015] developed 

a model for green walls. 
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ESP-r 

ESP-r is a multi-domain research-oriented BPS tool with an active 

development community and a source code that is accessible and modifiable. 

The tool is used for prediction of ther mal, visual, indoor air, electrical and 

acoustic performance of buildings. Us ers can extend or modify existing 

features in the source code, according to  their needs. Over the course of the 

years, several functionalities that can be used to model adaptive behavior in 

the building shell have already been implemented. Nevertheless, the use of 

these capabilities has remained limited, possibly because the features lack 

extensive documentation or are conc ealed somewhere in the distributed 

menu-structure of ESP-r. This sectio n summarizes five of such features: 

� �� One of the control laws in ESP-r is called thermophysical property 

substitution mode . It is the only strategy that is not used for 

controlling the operation of HVAC systems. Instead of this, this 

control strategy can replace the thermophysical properties ( ��, cp, �!) of 

a construction during the course of  the simulation. In essence, this 

control works like any other contro l algorithm in ESP-r, in the way 

that actions are triggered based on ‘tests’ applied to sensed variables 

during run-time [MacQueen 1997]. Unfortunately, this feature does 

not allow for full flexibility since it  only affects opaque wall elements 

and the only ‘sensor variable’ is indoor air temperature. 

� �� The previous feature dealt with opaque construction elements only, 

however, ESP-r also has a similar fu nctionality available for modeling 

the dynamic behavior of windo ws; transparent multi-layer 

construction control. This functi onality can for example be used for 

performance prediction of switchable glazing technologies. 

Currently, it is possible to replace window properties (.tmc-files) 

based on time, temperature, solar ra diation level or illuminance level. 

Restrictions are that no more than  two window states are supported 

without the possibility for gradual transitions. Recently, the 

capabilities of ESP-r have been further extended with the 

implementation of two new facilities for modeling transparent façade 

systems. Both the complex fenestration constructions (CFC) 

[Lomanowski and Wright 2012] and the advanced optics [Kuhn et al. 

2011] module have powerful option s for façade systems with dynamic 

fenestration properties.  
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� �� In ESP-r, the special materials  facility was introduced to model ‘active 

building elements’ [Evans and Kelly 1996]. This universal functionality 

may be applied to any node within a multi-layer construction. The 

special material subroutines can actively modify the matrix 

coefficients of these specific nodes at every time-step. By doing this, 

it directly changes basic thermophysical or optical properties and/or 

the associated energy flows at the equation-level, based on the 

respective physical relationship s. Currently, the following special 

materials are implemented: building-integrated photovoltaics, 

ducted wind turbines, solar thermal collectors, thermochromic 

glazing, evaporating surfaces and phase change materials. It is 

possible to add new user-defined sp ecial materials; however this may 

require time-intensive programming work. 

� �� ESP-r offers the unique possibility to use roaming files . This facility is 

used to change the location of a building as a function of time, and 

was originally intended to be used for cruise ships. Because this 

roaming file not only includes coor dinates but also orientation of the 

zone, it is very well suited for si mulation of rotating buildings. 

� �� Nakhi [1995] introduced variable th ermophysical properties in ESP-r 

with the aim to model heat transfer in building slabs in a more 

accurate way. The model takes into  account that the properties of 

most construction materials are not constant, but change as a 

function of temperature and/or moisture content. This dependency 

is implemented via transient thermophysical material properties ( ��, 

cp, �!) that are linear or polynomial functions of layer temperature or 

moisture content. The same functionality can be used to model 

certain types of adaptive façades. 

3.2.3 Simulation strategies and workarounds 

Aside from the above-mentioned possibilities, researchers and engineers 

have developed numerous customized simulation strategies for predicting 

the performance of RBEs in their pr eferred whole-building performance 

simulation program [Loonen, Hoes, et al . 2014]. Such approaches often call 

upon the use of workaround simulation st rategies [Brahme et al. 2009], that 

are devised in view of various legiti mate reasons such as the complete 

absence of existing models for certain ad aptive façade technologies, a lack of 

user expertise/experience or limited project resources (time and money) to 
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move towards more complex models an d the absence of advanced control 

options for actuating the adaptive façade system. In many of these cases, the 

reuse of validated, high-resolution mode ls is an important argument in favor 

of using existing software instead of the development of custom-made 

simulation code from scratch [Wetter 20 11a], such as the approach taken by 

Liu et al. [2014]. A main drawback of us ing workarounds is that they tend to 

rely on approximations or simplifications that might infringe the physics of 

model representations and, consequently, also put the credibility of 

simulation outcomes at risk.  

Arguably, the simplest approach for re presenting adaptive façades is by 

subdividing the simulation period into  several simulation runs with shorter 

periods (e.g. seasons), each with distinct building properties [Joe et al. 2013; 

Hoes et al. 2011; Loonen et al. 2011] (Figure 3.1A). The downside of this 

approach is that it ca nnot accurately model shor t-term adaptive façade 

dynamics, as already described in Section 2.4.4., and thus results in 

‘continuity’ errors. 

 

Figure 3.1. Schematic representation of workaround strategies for modeling the 
performance of adaptive façades. Case A represents the discrete approach that combines 
a number of short-term simulations. Case B represents the approach that assembles the 

results of simulations with static  façades during post-processing. 

An alternative approach uses separa te models for the whole simulation 

period, each with static properties that represent different states of the 

adaptive building envelope system. At a post-processing stage, the results of 

these independent simulation models are combined in a single 

representation of the performance of the building, according to a certain 

control strategy for the adaptive faça de (Figure 3.1B). Examples of this 

approach are presented by DeForest et al. [2013], who used simulations in the 

EnergyPlus-based program COMFEN, to predict the performance of smart 

windows that switch optical properties in the infrared wavelength range, and 
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by Du Montier et al. [2013], who used IES VE to predict the performance of 

movable insulation panels. This modelli ng approach can have the advantage 

of (i) mimicking more advanced buildi ng operation controls than what is 

offered by the simulation software and/ or (ii) simulating adaptive building 

envelope technologies and materials for which a model does not exist yet. 

Even though such a modelling method is well able to capture switching of 

instantaneous solar gains, for example, due to changing window-to-wall ratio 

[Goia and Cascone 2014] or glazing properties [DeForest et al. 2013; C. S. Lee 

2017], it fails to account for the effect  of delayed thermal response due to the 

capacitance of building components (i.e. slabs, walls and internal partitions). 

Therefore, in cases where thermal mass  is involved in adaptive building 

envelope operations, the use of these approximate models would probably 

lead to significant errors in the result s, because they do not correctly handle 

transient thermal energy storage effects [Erickson 2013]. These inaccuracies 

may eventually compromise decision-m aking based on simu lation outcomes, 

but little information about this issu e is reported in the literature. 

3.2.4 Comparison between modeling approaches 

This section presents the results of an inter-model comparison that was set 

up to assess the impact of different ad aptive façade modeli ng approaches on 

the accuracy of simulation results. The simple, discontinuous approach, 

which combines the results from separate simulation runs with fixed 

properties (Figure 3.1B) is compared with the “exact” solution, obtained with 

run-time adaptation using ESP-r. The simulation results that are analyzed 

concern the opaque exterior construction (R c value: 5 m2K/W) of a single-

floor detached residential building in the Netherlands. Thermotropic 

coatings, which can change the surface properties of a material depending 

on temperature [Karlessi et al. 2009; Park and Krarti 2016], are investigated 

as the adaptive façade concept. At low temperatures, these thermotropic 

layers absorb most of the incoming  solar radiation, whereas at high 

temperatures, the coatings help reduce cooling load via increased reflection 

and/or enhanced longwave radiatio n exchange. Different thermotropic 

technologies are currently under development, but most of them are still in 

the earlier phases of the innovation process [Agrawal and Loverme 2011; 

Bergeron et al. 2008; Zheng et al. 2015].  
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Two types of thermotropic coatings were investigated in this study. This was 

done by changing the properties of a ll opaque interior or exterior surfaces 

according to the values in Table 3.2. 

Table 3.2. Material properties of the thermotropic coatings. 

 Low High Default  

Absorptivity ( �.) (��: 0.28 – 2.8 ��m) 0.3 0.7 0.65 

Emissivity    ( �0) (�� > 3 ��m) 0.3 0.9 0.84 

 

The coatings are modelled to switch in stantaneously, but only one of the 

properties at a time. This means that when the case with variable absorptivity 

is investigated, the value for emissivity is left in the default state. 

Thermotropic coatings are an example of self-adjusting, intrinsic adaptive 

façades [Loonen et al. 2013]. In this study, the threshold surface temperature 

for state switching was assumed to be 20°C. Two situations are investigated. 

The first one considers application of the thermotropic coating on the 

exterior surface. The second situat ion investigates application on the 

innermost surface. 

Results – outdoor application 

Figure 3.2A shows the surface temperatur e of the exterior roof layer for three 

days in summer (4 - 6 July). In the situation with fixed high absorptance 

(dashed line), higher temperatures are reached than is the case for fixed low 

absorptance (solid black line). Surf ace temperature of the thermotropic 

coating closely follows one of the two states with static properties around 

the switching point of 20°C.  

(A) (B)
Figure 3.2. Exterior surface temperature. (A) Thermotropic �. coating and fixed low and high 
absorptivity (4 – 6 July); (B) Thermotropic �0 coating and fixed low and high emissivity, (30 

August – 1 September). 

0

10

20

30

40

50

T
em

pe
ra

tu
re

 [o
C

]

�,�]�P�Z�������•�X �>�}�Á�������•�X �d�Z���Œ�u�}�š�Œ�}�‰�]�����r

day 1 day 2 day 3
0

10

20

30

40

50

T
em

pe
ra

tu
re

 [o
C

]

�>�}�Á�����u�•�X �,�]�P�Z�����u�•�X �d�Z���Œ�u�}�š�Œ�}�‰�]�����x

day 1 day 2 day 3



 55 

Similar behavior is observed in the results with variable emissivity (Figure 

3.2B, period: 30 August – 1 September).  In this situation, a temperature 

difference between the high and low case is not only present during the day, 

but also at night when the radiant heat transfer coefficient from the roof to 

the sky and surroundings changes as a result of the difference in emissivity 

value. 

To evaluate the effect of using the two different modelling strategies, a 

comparison of heating energy consum ption and thermal comfort, predicted 

by the two methods is presented in Table 3.3. The differences in heating 

energy consumption are very small (less than three percent). The difference 

in discomfort hours is also negligible. Use of the simplified, discontinuous, 

modelling approach in this case coul d therefore be justified, because the 

predicted difference will likely not le ad to a different recommendation or 

design decision.  

Table 3.3. Comparison of results for the tw o modelling approaches (discontinuous and 
run-time). 

 

Discontinuous “Exact” 

Error 

Abs. Rel. 

Heating Energy (kWh)

Thermotropic �. 2492 2525 33 1.3% 

Thermotropic �0 2321 2393 72 2.9% 

Thermal Comfort (wPPDh)

Thermotropic �. 65 67 2 3.0% 

Thermotropic �0 74 76 2 2.6% 

 

This result is not unexpected because the coating is applied outside of the 

thermal insulation layer. Therefore, temperature changes immediately follow 

switching actions, because almost no thermal energy is stored in the 

construction. 

Results – indoor application 

Thermotropic coatings are not only a pplied to the exterior surfaces of 

buildings, but can also be useful for in door applications, especially to control 

the release of energy to/from constr uctions with thermal mass. Figure3.3A 

shows the indoor surface temperatur e for the case with an internal 

thermotropic emissivity coating for the period 7-10 March. In contrast to the 

exterior application, the thermotropic  coating is in direct contact with 
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materials that have high thermal storage capacity. Because the switching of 

surface properties in this case signific antly influences the thermal history of 

the construction, there is hardly any overlap between the exact solution and 

any of the two static surface temper ature curves. In terms of surface 

temperature, the thermotropic coating is therefore not well-represented by 

either one of the static cases. A di scontinuous modelling approach would 

therefore not lead to reliable results, especially when high-resolution thermal 

comfort evaluations are desired. 

(A) (B)
Figure 3.3. Interior surface temperature. Thermotropic �0coating and fixed low and high 

emissivity during two periods: (A) 7-10 March, (B) 27-29 April. 

 

Figure 3.3B shows that the thermal mass phenomenon can even lead to more 

unexpected effects (27-29 April). In several periods in this interval, the 

temperature of the thermotropic layer rises higher than what would have 

happened in the static case. The exact reason for such effects is hard to 

identify, but comes from multimode heat transfer effects, including non-

linearities of longwave heat transfer and convection regimes. The occurring 

heat transfer phenomena also depends on  whether, during state transitions, 

the construction is already charged with energy, relative to its surroundings 

and heating system operation.  

The effect in Figure 3.3B is not repr oducible with discontinuous simulations. 

Only when adaptation of construction properties takes place during 

simulation run-time, it is possible to an alyze and quantify the impacts of this 

effect. 
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Summary 

The above presented simulation study has demonstrated that: 

� �� Thermal mass has a big influence on the proper selection of 

performance prediction strate gies for adaptive façades. 

� �� In cases where the operation of ad aptive façades is decoupled from 

thermal storage (e.g. exterior coatings with varying surface 

properties), a decoupled simulation approach is adequate. 

� �� When the operation of adaptive façades does affect the amount of 

energy stored in the thermal mass, these dynamic effects have to be 

taken into account during simulation run-time. 

� �� The simplified approach is not always able to capture all heat transfer 

phenomena during RBE state transitions. 

� �� Choosing a non-appropriate simulation strategy can lead to 

significant prediction errors that, in turn, can result in sub-optimal 

design decisions. 

3.3�� Control aspects – modeling and optimizing 

the operation of adaptive façades 

3.3.1 Control considerations 

In buildings with adaptive façades, th ere is a strong coupling between design 

and (façade) control aspects. It is not difficult to understand that a good 

control strategy is of principal import ance for materializing the performance 

potential of adaptive façades during op eration. To identify directions for 

high-potential adaptive façade design concepts, these control considerations 

therefore deserve significant attention. 

Two types of supervisory strategies for automation of dynamic systems in 

buildings are commonly distinguished: rule-based control (RBC) and model-

based control (MBC) [Oldewurtel et al. 2012; Henze and Neumann 2011]. RBC 

is powerful for simple control proble ms. It connects measurements (sensors) 

to actions (actuators) via if-then-else control statements. These heuristic 
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control strategies, often represented in  the form of decision trees [CIBSE 

2009], can, however, get excessively complex in situations with multiple 

interacting sub-systems [Spindler and Norford 2009; Liu et al. 2015]. As a 

consequence, RBC lacks the flexibility that is necessary to ensure high 

building performance in complex mu lti-input, multi-output problems.  

One of the difficulties of RBC comes from the fact that sensed environmental 

variables, setpoints, thresholds, and th e order of control actions have to be 

predefined. MBC approaches, on the other hand, are less rigid, because the 

best control strategy can be found after comparing different control 

scenarios on the basis of model predictions. MBC approaches describe what 

the controller should achieve (e.g. minimizing energy use while maintaining 

comfort) without prescribing how the controller should do this. This 

flexibility increases the option space of the control system to reconcile 

varying performance trade-offs over time in a way that best responds to the 

dynamically changing conditions as th ey occur during building operation. 

Whereas RBC is a rigid approach th at decouples optimal design and 

operational aspects of a system, MBC integrates the two and allows for 

concurrent optimization of both features  [Evins and Orehounig 2014]. This is 

the main reason why the use of MBC is explored in this research.  

3.3.2 Model-based control of adaptive façades 

Figure 3.4 introduces the principles of  the optimization-based approach for 

offline control of dynamic building shell properties that is developed in this 

thesis. In this simulation-based, in silico  study, the building in the upper part 

of Figure 3.4 is represented by a whole-building performance simulation 

model with actuators in the form of time-varying building envelope 

properties. This model can be considered  as a detailed virtual representation 

of the real-world building  with adaptive façades.  
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Figure 3.4. Relationships between different components in the model-based adaptive 
façade control strategy 

The task of the building shell controller,  as represented by the bottom part in 

Figure 3.4, is to drive the search for control sequences (i.e. time varying 

façade system states) that would opti mize building performance. Each of 

these control sequences represents a possible scenario of dynamic façade 

behavior, which is evaluated in the seco nd building model that is integrated 

in the building shell controller. This so-called embedded building model is 

repeatedly called to evaluate the perf ormance of various sequences of time-

varying façade properties over a predicte d optimization horizon. It takes into 

account scenarios for future ambient co nditions and occupant behavior. The 

search for the best control sequence is driven by an optimization algorithm 

that ranks the performance of each solution (i.e. sequence). Façade 

objectives/goals are transformed in an  objective/penalty function, based on 

the difference between desired (i.e. ideal) and actual responses. The best 

control sequence is found by minimizing this penalty function within the 

optimization window. When an optimiza tion loop is completed, the control 

sequence with the best performance is selected, and the corresponding set 

of dynamic façade parame ter values for the current control horizon is 

transferred from the controller to the building.  

MBC is based on iterative, finite-hor izon optimization runs with function 

evaluations in the embedded building model. Three different time 

horizons/periods are considered in th is control approach, as Figure 3.5 

illustrates. 
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Figure 3.5. Illustration of different time ho rizons in the building  and controller models. 
In this situation with three optimization horizons, each control horizon consists of six 
adaptation periods. Note that only the shaded façade states are actually applied to the 

building. 

� �� Optimization horizon: Using a sequence of mult iple, relatively short 

optimization horizons (e.g. hours or days) in the building shell 

controller, the simulation process successively steps forward in time. 

This approach is used to evalua te the longer-term (e.g. annual) 

performance of adaptive façades. Selecting an adequate length of the 

optimization horizon should find  a balance between conflicting 

requirements. The look-ahead period  needs to be sufficiently long to 

exploit dynamic energy storage effects and include future occupancy 

changes, but short enough to keep  prediction uncertainties and the 

size of the search space manageable [Zavala et al. 2009; Gunay et al. 

2014]. 

� �� Control horizon:  In MBC approaches, feedback is introduced by only 

implementing the first step(s) of the optimized control strategy in the 

building. Then, calculations are repeated, starting from the new 

current state, and shifting the optimization horizon forward in time. 

It is for this reason that MBC is sometimes also referred to as receding 

time horizon control . The term control horizon  is used to describe how 

many façade states from one opti mization horizon (open-loop) are 

applied to the building. The length of a control horizon can be as short 

as one adaptation period until the length of the whole optimization 

horizon.  
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� �� Adaptation period: The adaptation period represents the shortest 

period of time during which façade properties are constant. Each 

adaptation period is therefore characterized by one façade state. One 

adaptation period can consist of mu ltiple simulation time steps. It 

generally makes sense to synchroniz e the adaptation period with the 

rate-of-change in exterior boun dary conditions and occupancy 

conditions inside the building. In most practical building 

performance simulation studies that  use typical meteorological years 

(TMY) or other standard weather files, this means that the adaptation 

period is at least one hour.  

3.3.3 Model resolution 

To ensure good performance in MBC appr oaches, it is important that there is 

a high level of agreement between controller model predictions and the 

situation as it would actually take pl ace in the building [May-Ostendorp and 

Henze 2013]. Achieving this good fit in real-time building-integrated model 

predictive control (MPC) tends to be a challenging task, because constraints 

on computation time prompt developers  to use models that either have 

relatively low modeling resolution (e .g. reduced-order models) or are not 

based on first principles (e.g. grey box models) [Prívara et al. 2012]. In 

addition, difficulties with parameter estimation and setting of initial 

conditions may compromise the perf ormance of full-scale MPC [Chen and 

Athienitis 2003]. In this research, which is situated in the pre-design and 

product development phase, the optimiza tion framework is used to calculate 

adaptive façade control st rategies “offline”, i.e. not coupled to the operation 

of a real-world system [Coffey 2013]. Computation-time reduction measures 

are therefore not a primary concern, and as such, it appears adequate to make 

use of controller models at a high mode ling resolution [Clarke et al. 2002; 

Coffey et al. 2010; Hoes et al. 2012]. The integration of high-resolution models 

in the MBC formulation offers a number  of advantages, because the method: 

� �� preserves the interrelated physical e ffects of all energy flow paths in 

the simulation process. As a resu lt, energy and comfort performance 

can be analyzed at a high level of detail (see Section 3.4 for more 

details). 

� �� does not rely on availability of model identification data, which is 

favorable considering the explorat ory nature of the optimization 

problem. 
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� �� is scalable, and can be applied to different climates and building types. 

� �� offers flexibility to deal with loos ely specified and innovative building 

envelope components (as long as they can be modeled in the selected 

simulation program). 

� �� uses dynamic models that take transient effects into account in an 

explicit way. 

� �� allows for defining a performance bound 8 based on “ideal” control 

actions. The predicted performance of adaptive façades is not 

affected by interference from model-plant mismatch. 

3.4�� Performance aspects and performance 

indicators 

3.4.1 Thermal comfort and energy performance 

Energy performance of buildings is clos ely linked to the levels of indoor 

environmental quality they maintain. Better indoor comfort can generally be 

obtained by increasing energy use intensity, and vice versa. In this 

dissertation, the focus is on analyzing the impact of adaptable façade design 

on the trade-offs between indoor environmental quality and the energy 

consumption for heating, cooling and artificial lighting. In terms of space 

conditioning for thermal comfort, the go al is to keep the building in free-

running mode (i.e. no energy consumption for active heating or cooling) as 

much as possible. This goal is achieved by adjusting façade properties in such 

a way that operative temperature is st eered toward the deadband zone for 

HVAC control.  

The HVAC system in this study is assu med to be an ideal system. Therefore, 

temperature limits can always be sati sfied in situations when façade 

adaptation alone is not sufficient. As a consequence, thermal comfort is not 

considered as a primary performance indicator, but its importance is 

                                                               
8 The performance bound is a virtual construct that describes  the performance of an ideal controller with an infinite 

prediction horizon and perfect knowledge about the system dynamics and all future disturbances. It is often used 

as a benchmark in control systems design, because no othe r controller will perform better [Oldewurtel et al. 2012; 

Hoes 2014]. 
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incorporated by imposing it as a constraint in the optimization process. The 

performance of various façade alternatives  is directly reflected in the energy 

consumption that is necessary to achieve satisfactory thermal comfort 

conditions.  

3.4.2 Visual comfort 

Façade-related visual performance is  influenced by a complex interplay 

among numerous different factors [Rei nhart and Wienold 2011]. In terms of 

daylight, an ideal façade would continuously provide, at least, (i) sufficient 

levels of well-distributed daylight illumi nance, (ii) the absence of discomfort 

glare for all occupants, and (iii) full view to the outside. In this research, three 

performance indicators are considered  for evaluating to what extent a 

certain adaptable façade configuration is in agreement with this ultimate 

solution: 

� �� Useful daylight illuminance 9 (UDI). Daylight utilization is assessed by 

computing the percentage of occupied hours that daylight 

illuminance on the work plane falls within certain bounds. Four 

different categories according to the classification of [Mardaljevic et 

al. 2012] are considered: fell short (<100 lux), supplementary (100-300 

lux), autonomous (3 00-3000 lux) and exc eeded (>3000 lux).  

� �� Daylight glare probability (DGP) . Discomfort glare is assessed using 

DGP, as it was shown to be the most robust glare metric in a 

comparative study under a wide range of ambient conditions 

[Jakubiec and Reinhart 2011]. Research that explores the impact of 

view direction and user occupant infl uence on glare discomfort is still 

in the early phases [Sarey Khanie et al. 2017; Bakker et al. 2014]. 

Throughout this thesis, a conservative glare scenario is considered in 

which the occupant’s view direction is always facing the façade, to 

investigate the potential of a dynamic façade to mitigate glare risk 

under all conditions. Three different  categories for discomfort glare 

are distinguished, according to the classification in [Reinhart and 

                                                               
9 In the original definition, UDI is calculated for whole- year periods. Because this research also uses shorter 

simulation periods, the results might not always be directly comparable with resu lts from other studies. 
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Wienold 2011], where the risk is (i) intolerable (DGP > 0.45), (ii) 

disturbing (0.35 < DGP < 0.45), or (iii) not disturbing (DGP < 0.35). 

� �� View to outside.  Although the effects on visual performance and user 

satisfaction are difficult to quantify, it is widely believed that 

improved view type and quality can affect these aspects in a positive 

way [Aries et al. 2010; Hellinga and Hordijk 2014]. In this research, 

view performance is assessed by computing the potential for visual 

interaction with the outside environment. This is done by taking the 

sum of averaged façade element tran sparencies over a period of time, 

and quantifying this relative to the fully-glazed configuration (i.e. 

100% view). This PI is therefore not based on simulation output, but 

directly calculated for each faça de configuration sequence on the 

basis of visible transmittance. 
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4 

Development of a toolchain for 

performance optimization of  

adaptive façades 

 

 

 

 

 

 

4.1�� Introduction 

Taking the functional requirements an d performance indicators that were 

introduced in the previous Chapters as a starting point, this Chapter 

describes the details of how these specif ications were interpreted in the form 

of a software implementation. This Chapter is split into five parts that each 

cover a different aspect. Section 4.2 introduces characteristics of the 

simulation strategy for daylight an d energy performance prediction of 

façades with time-varying properties. Section 4.3 gives a higher-level 

description of the co-simulation approa ch that facilitates (i) the mutual 

coupling between these energy and daylight simulation models, and (ii) the 

coupling between models representing the adaptive façades’ ‘real’ building 

model, and those embedded in the building shell controller. The code 

modifications necessary for the coupling between the dynamic thermal 

simulation program (ESP-r) and the middleware software that facilitates co-
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simulation (BCVTB) are described in Section 4.4. Section 4.5 gives an overview 

of the integration of four different software tools in the MBC approach. 

Finally, Section 4.6 presents how to various parts come together, by giving a 

graphical overview of the interaction among all elements in the toolchain. 

4.2�� Performance simulation of adaptive façades 

4.2.1 Dynamic daylight simulations 

Daylight simulations are carried out using the Radiance three-phase method. 

This method is a validated, new additi on to the Radiance suite of daylight 

simulation tools [Ward and Shakespeare 1998], which was specifically 

developed to enable high-resolution a nnual daylight performance prediction 

at reduced computational cost [Saxena et al. 2010; McNeil and Lee 2013]. It is 

called the three-phase method because the calculation of light transport 

between sky patches and illuminance sensor points is separated into three 

parts: exterior transport, fenestration transmission and interior transport. 

Each phase of light transport is simulated independently and stored in a 

matrix form. The resulting climate-based indoor illumination (sensor points 

or rendered images) is obtained using matrix multiplication [McNeil and Lee 

2013]. The main reason for using the thre e-phase method in this research is 

the possibility for analyzing the dyna mic performance of multiple façade 

configurations in a quick, yet accurate way. By splitting up the daylight 

prediction in three parts, different façade/fenestration options can be 

tested, without recomputation of the other two parts (i.e. light transport 

inside and outside the building). The reuse of the already calculated ray-

tracing results is responsible for a si gnificant increase in computational 

efficiency compared to traditional da ylight simulation (e.g. Daysim or 

rvu / rpict  modules in Radiance), and therefore especially useful for 

modeling scenes with variable fenestration optics [Saxena et al. 2010]. 

To fit the specific purpose of this work , i.e. optimization of adaptability in 

adaptive façades, a slightly modified workflow for the “standard” three-phase 

method was developed, which puts em phasis on the changeability of 

individual elements in the façade (Figure 4.1).  
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Figure 4.1. Schematic overview that shows the interactions between the various 
components of the daylight performance prediction strategy. 

The simulation process in this workflow  is subdivided into a pre-processing 

phase and a run-time phase as follows: 

Pre-processing 

�L�� Sky vectors are generated in gendaylit  for each daylight hour in the 

simulation period. The Radiance function gendaylit  works with the 

Perez all weather model [Perez et al. 1993] to create exterior sky 

scenes using a standard weather file with hourly values as input for 

direct and diffuse solar irradiance.  

�L�L�� Daylight matrices (DMX) represent the luminous flux from sky 

divisions to façade elements. They are calculated using rtcontrib  to 

establish the relationship between each façade surfcace and the sky 

patches from step 1, using a daylight coefficient method coupled to a 

Reinhart sky division of 2305 patches plus ground surface. 

�L�L�L�� Optical façade properties are characterized by bidirectional 

scattering distribution functions (BSDF). These transmission matrices 

are calculated in WINDOW7 software [LBNL 2017b]. One BSDF is 

created for each of the possible fenestration properties, which are 

then assigned to the transparent parts of the façade. Using this 
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approach, both specular windows and optically complex light-

redirecting glazing systems can be evaluated. 

�L�Y�� For each façade element, rtcontrib  is used to create indoor view 

matrices (VMX), which model interior light transport by relating 

outgoing façade directions to obse rvation points and planes in the 

zone. To be able to calculate both UDI and DGP, (i) a grid of sensor 

points for daylight illuminance evaluation, and (ii) a fish-eye 

projection image for assessment of  glare discomfort are defined. 

Run-time 

�L�� The contribution that each indivi dual façade surface/element makes 

to overall daylighting performance is calculated on a time step basis, 

by combining sky vectors, DMXs, BSDFs and VMXs in the 

dctimestep  module. These calculations are based on fast matrix 

multiplications; no ray-tracing is  performed during this run-time 

simulation phase. 

�L�L�� The total daylight illuminance comi ng from all different transparent 

façade surfaces/elements is reconstructed using rlam  and rcalc  for 

a grid of sensor points. The values  for daylight illuminance obtained 

in this step are later also used to calculate the required energy 

demand and internal gains for artificial lighting. 

�L�L�L�� A superposition approach using pcomb is employed to generate a 

single high dynamic range (HDR) image for the entire scene. This 

image is supplied to the evalglare program [Wienold 2015] , which 

is used to calculate glare discomfort performance. 

In the daylight performance prediction approach described above, the 

majority of computational load for the simulations is shifted to the pre-

processing phase, which takes place bef ore the actual optimization process. 

Within the run-time optimization loop, only fast matrix multiplications are 

needed; no ray-tracing calculations. A validation study by McNeil and Lee 

[2013] shows that the increased simulation speed does not come at the 

expense of inaccuracy of predicted results. Currently, the bottleneck in 

computation time comes from the relative ly resource-intensive pixel analysis 

of DGP calculations in evalglare . Future work should investigate the 

potential of using other glare indices (e .g. simplified DGP) [Wienold 2009] or 

calculation methods (e.g. radiosity-base d) [Kleindienst and Andersen 2012] 

for this part of the analysis. 
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4.2.2 Building energy simulation with adaptable façade properties 

Building energy simulations (BES) are carried out using ESP-r [Clarke 2001]. 

ESP-r is an integrated, research-oriented BPS tool with a long validation 

history and an active development community. The tool can be used for 

prediction of thermal, visual, indoor ai r, electrical and acoustic performance 

of buildings and systems. Unlike most other high-resolution BES tools, ESP-

r does already offer some possibilities  to model building components with 

time-varying thermophysical properties  (Section 3.2.2). In this research, 

these capabilities were further extended . The limited flexibility in the default 

ESP-r “BCL99 control” facility for ther mophysical property substitution, as 

implemented by MacQueen [1997], was avoided by re-programming parts of 

the source code to replace these proper ties during simulation run-time by 

reading from an external signal. Section 4.3 will describe where this external 

signal comes from. 

Performance prediction with variable thermophysical properties requires 

that the storage and transfer properties  of energy conservation equations are 

estimated at each time step [Nakhi 1995]. The main difference with normal 

ESP-r calculations for non-adaptive faça des is that not just in the beginning 

of a simulation run, but during ever y time step, the building-side matrix 

equation is re-established after reading new construction properties for the 

future time row [MacQueen 1997]. ESP-r has two main subroutines for setting 

coefficients of the implicit difference equations. Normally, MZCOE1 sets up 

those coefficients (or partial coefficien ts) of the equations that are constant. 

For regular building envelopes, the thermophysical properties (thermal 

conductivity (W/m.K), density (kg/m 3) and specific heat capacity (J/kg.K)) 

are independent of time and need therefore only be computed once per 

simulation run. Subroutine MZCOE3, on the other hand, initiates the 

computation of the energy transport that varies with time (e.g. solar gains 

impinging on internal and external surfaces, external longwave radiation 

exchanges, internal casual gains, and ventilation exchanges), and its 

coefficients are therefore computed during every time step. In the present 

implementation, the thermophysical building envelope properties are made 

variable by making extra calls to MZCOE1 on a time-step basis, after reading 

updated construction properties for recomputing the matrix coefficients. 

This step happens right before the call to MZCOE3.  
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4.3�� Co-simulation approach  

To accomplish implementation of the performance prediction framework as 

proposed in the previous Chapters, a UNIX-based toolchain was developed 

that integrates the solvers for daylig ht (Radiance) and energy performance 

(ESP-r) prediction together with optimization routines and scripts for 

receding time horizon control. This so-called co-simulation  approach is a 

valuable method to deal with this type of coupled simulation studies, and has 

the advantage that it can reuse existing code, models and toolboxes in 

distributed software programs [Trcka et al. 2009; Wetter 2011b].  

In the present toolchain implementation, the co-simulation process is 

supervised by master algorithms impl emented in Matlab [Matlab 2015]. The 

master algorithms are responsible for starting and finishing the simulation, 

preparing simulation input files, extrac ting outputs, and a number of other 

tasks as will be described in the next Sections. Matlab was chosen for these 

tasks because it offers a high-level programming language in a flexible 

environment.  

The actual run-time communication (i.e . data exchange) between the various 

programs in the toolchain takes place through the Building Controls Virtual 

Test Bed (BCVTB) as a middleware tool [Wetter 2011b]. BCVTB uses a quasi-

dynamic coupling scheme (Figure 4.2) . The inter-process communication 

(IPC) between software programs happens at fixed time steps, without 

iteration. Many simulation programs, including Matlab and Radiance, are 

already linked to the BCVTB. ESP-r has been coupled to the BCVTB as part of 

this research 10. This software development was needed to enable controlled 

adaptation of building shell properties  during simulation run-time (Figure 

4.3). More details about the changes th at were made to ESP-r are presented 

next. 

                                                               
10 The connection with ESP-r is now part of the standard BCVTB distribution. It can be downloaded from the BCVTB 

website and includes example mo dels and user instructions. 
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Figure 4.2. Quasi-dynamic coupling scheme 
used in BCVTB. The dashed lines indicate 
data exchange between the tools per time 

step; t = time step, yt =data of tool 1 at time 
step t, ut = data of tool 2 at time step t. 

Figure 4.3. Coupling of tools in the co-simulation 
framework. Master algorithms are implemented in 
Matlab. The communication through BCVTB takes 
place between ESP-r (‘real’ building) and Matlab 

(building shell controller). 

4.4�� Coupling between ESP-r and BCVTB 

The coupling between ESP-r and BCVTB is based on the FORTRAN90 libraries 

that are included in the standard BCVT B distribution. The functions in these 

libraries make use of Berkeley software distribution (BSD) sockets; BCVTB’s 

mechanism of connecting different soft ware programs. They fulfill three 

main functions:  

�L�� establish a connection with BCVTB (establishclientsocket);  

�L�L�� exchange data (exchangedoubleswithsocket);  

�L�L�L�� close the connection (ipcclose).  

To couple these functions with ESP-r,  new subroutines were added, and 

other subroutines were adapted to inte grate the additional functionality in 

the source code of ESP-r 11. In addition, a new header file (BCVTB.h) was added 

to all relevant subroutines to declare the parameters and variables that are 

used for communication with BCVTB. The most important variables are those 

that are used during the data exchange with BCVTB: 

                                                               
11 A version of ESP-r with basic BCVTB functionality is avai lable for download from the ES P-r source code repository 

(branch ESP-r_BCVTB). It also includes example models and user instructions. 
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� �� bcvtb_y : an array that contains all sensor variables sent to BCVTB; 

� �� bcvtb_u : an array that contains all actuator variables (control signals) 

received from BCVTB. 

 

 

Figure 4.4. Overview of ESP-r code modifi cations to enable coupling with BCVTB, 
showing modified subroutines (left) and ne w subroutines (right). ESP-r subroutine 

names are underlined. 
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Figure 4.4 presents an overview of all the additions and changes that were 

made to the ESP-r code. The calls to the new subroutines are made from 

MZNUMA, the backbone subroutine of ESP-r th at includes its simulation clock. 

Before the start of the first simulation time step, the connection with BCVTB 

is established by calling bcvtbestablish . The second step in the 

preparation phase is to exchange initial values of sensor and actuator values 

by calling bcvtbexchange . During the actual simulation loop, every time 

increment in MZNUMA is interrupted with a data communication call via 

bcvtbexchange . Finally, after the last time step in the simulation, the 

connection with BCVTB is terminated, by calling bcvtbclose. 

The coupling between ESP-r and BCVTB is designed to be as generic as 

possible. It can therefore be used for various purposes such as solar shading 

operation, window opening strategies , or for controlling the temperature 

and/or flow rate in thermally activate d building systems [Hoes et al. 2012; 

Hoes 2014]. The specific application is  determined by the user-defined ESP-

r simulation variable(s) that gets overwritten with actuator signal(s) received 

through IPC with BCVTB (i.e. bcvtb_u ). 

With respect to performance prediction  of adaptive façades, the coupling 

between ESP-r and BCVTB in this research takes place at two different levels, 

(i) between Radiance and ESP-r, and (ii) between Matlab (building shell 

control) and ESP-r. More details are described in the next sub-sections. 

4.4.1 Coupling of visual and thermal domains to obtain integrated 

results.  

The basics of the Radiance-to-ESP-r integration between the thermal and 

daylighting domains (Figure 4.1) are very similar to the principles for 

simulation of daylight-responsive buildi ng systems as described in e.g. Janak 

[1997]. However, the implementation in the present work is different. Instead 

of using a direct link to Radiance functions in the ESP-r code, the coupling is 

established through BCVTB (as indicated by  the blue and red arrows in Figure 

4.5). At a time-step basis, daylight illuminance values are computed, and fed 

into the lighting controller of the thermal simulation model, which then 

assigns/updates the right level of intern al gains corresponding to the current 

façade configuration and climatic conditions. 
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4.4.2 Data exchange and synchronized communication between 

building model and building shell control. 

The time-varying building shell properti es are assigned to ESP-r through an 

external signal (Section 4.2.2). This external signal is based on the outcome of 

the model-based control strategy, which is implemented in Matlab. In this 

process, BCVTB is responsible for synchronizing the data exchange between 

both programs. Details of the coupling between building model and building 

shell control, and the role of BCVTB in this process, are described in the next 

Section.  

 

Figure 4.5. Schematic overview of coupling between the various software tools. The two 
large boxes indicate the master algorithms  in Matlab. Black arrows indicate data 

exchange through BCVTB. 

4.5�� MBC implementation using Matlab, BCVTB, 

ESP-r and Radiance 

4.5.1 Implementation of the receding time horizon control 

approach 

To achieve the MBC performance evaluation as described in Section 3.3, a 

procedure is proposed in which an instance of the same high-resolution BPS 

model that is used to predict adaptive  façade performance, is also embedded 

in the controller that determines its operation. With respect to their 
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connection to BCVTB, there are two main differences between these models, 

as is also indicated with the differences between left and right in Figure 4.3: 

� �� Contrary to the ‘real’ building model where communication takes 

place as simulation time proceeds,  these external simulation calls 

from Matlab to the embedded building model are run from start to 

finish, for the length of one optimization horizon (Figure 3.5). The 

calls are implemented via Matlab system commands to (i) Unix shell  

scripts, for ESP-r simulation ( bps ) and results extraction ( res ), and 

(ii) the run-time part of Radiance functions from Section 4.2.1.  

� �� For the model that represents the ‘real’ building, the coupling is 

directly integrated in ESP-r’s algori thms (Section 4.4). In the building 

shell control, BCVTB does not directly communicate with the 

simulation tools, but with a master algorithm, implemented in Matlab 

(Figure 4.5). Apart from this co mmunication, the master algorithm 

takes care of time step bookkeepin g, preparing simulation input files 

with correct start/stop time, making calls to Radiance and ESP-r (i.e. 

new instantiations of the embedded building model), handling post-

processing, and managing th e optimization procedure 

The optimization procedure in the receding time horizon formulation 

consists of seven steps. A graphical representation is given in Figure 4.6. 
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Figure 4.6. Schematic overview of the optimization procedure. Each cell represents one 
façade configuration, while different colors (greyscale) show how it changes over time. 
The numbers correspond to the different steps in the optimization procedure described 

in Section 4.5.1. Only three iterations of the optimization algorithm are shown. The 
arrow (step 5) indicates the iterative loop that ends when a stopping condition is 

satisfied. 

�L�� At the beginning of time step tn, simulation of the ‘real’ building is 

temporarily paused, to start a new search for optimized control 

sequences in the next control horizon (from tn to tn+m). The task of the 

controller is to decide if and how the façade configuration should be 

adjusted in the upcoming period. 

�L�L�� All state variables representing the thermal state of the building (i.e. 

node and surface temperatures) after time step tn-1 are stored in a file. 

�L�L�L�� New versions of the BPS model are instantiated at time tn. In these 

thermal simulations, the initial states of the models are overwritten 

with stored state variable values inherited from the previous time 

step of the ‘real’ building simulati on model. This step is needed to 

ensure consistency of transient thermal effects, because the default 

initialization would not always le ad to accurate results, as is 

described in Section 4.5.2. 

�L�Y�� Multiple scenarios with different façade adaptation strategies are 

evaluated in the MBC embedded BPS models (both Radiance and ESP-

r). These simulations are executed over a future optimization horizon 
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of m time steps, assuming perfect knowledge about future boundary 

conditions and building use. An overview of source code 

modifications to accomplish this is presented in Section 4.5.3. 

�Y�� The search for optimal control sequences is driven by a selected 

optimization algorithm which iteratively suggests new sequences of 

façade parameters as it attempts to minimize an objective function 

(Section 4.5.4). The optimization loop is repeated until the given 

stopping criterion (e.g. based on  time or relative performance 

improvement) for the current optimizati on horizon is satisfied. In this 

study, genetic algorithms are used. Additional considerations about 

the search algorithm and its modifications are discussed in Section 

4.5.5. 

�Y�L�� The values of time-varying façade pr operties that together constitute 

the optimal  control sequence for the current control horizon (open-

loop) are sent as actuator values from Matlab through BCVTB to the 

‘real’ building simulation model. In  addition, the artificial lighting 

needs that are required to comple ment daylighting in the selected 

scenario are sent to the thermal model. 

�Y�L�L�� Performance simulation of the ‘rea l’ building simulator is resumed 

with optimized dynamic fa çade states from step 6 and continues until 

an updated adaptive façade sequence is requested at the end of the 

control horizon (Figure 3.5). This cycle repeats until the total 

simulation period is expires.  

4.5.2 Explicit state initialization 

Despite multiple favorable aspects of the use of high-resolution BPS models 

as function evaluators in simulation-based or experimental MBC studies 

[Clarke et al. 2002], the number of appl ications in literature is very limited 

[Prívara et al. 2012]. One of the main drawbacks of using detailed BPS tools 

for MBC are the time-consuming pre-conditioning periods. In reduced-order 

models or data-driven mode ls, one can explicitly impose the correct initial 

conditions of embedded building models  to avoid continuity erros. With 

detailed BPS models, warm-up periods, which lead to considerable overhead 

in computation time, are usually needed to guarantee correct starting 

conditions [Wetter and Haugstetter 2006 ; Coffey et al. 2010]. Depending on 

operational schedules and thermal time constants of constructions, this 
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initialization period may consume up to 80% or more of the actual simulation 

time (e.g. four days of pre-conditioni ng for an optimization horizon of one 

day) [Nghiem and Pappas 2011; Corbin et al. 2013; Favoino et al. 2017]. 

In earlier MBC studies with BPS as embedded building model, it was not, or 

only partly [Coffey 2013] possible to re move/reduce this initialization period, 

because the programs that were used (e.g. TRNSYS and EnergyPlus) did not 

allow access to the state variables (the underlying reason for this can be 

found in the solution routines for energy balance equations, as described in 

Section 3.2.1). An advantage of ESP-r is that it does give the user access to the 

building and system’s state variables. Th is flexibility was used to circumvent 

the need for repeatedly running initialization periods. 

Clarke [2001] uses the following matrix  notation to describe the set of 

conservation equations that are solved simultaneously during each time step 

of the simulation: 

�m�Â�”�>
Ú
 L � n� Â�” 
 E � o 

where �m and �n are sparse matrices containing the nodal equation coefficients 

for energy conservation that describe the coupling between nodal regions of 

various construction elements in  the model. The column matrix �o contains 

the influence of ambient boundary conditions, and the column matrices �Â�”�>
Ú 

and �Â�”  contain the nodal temperature terms and heat injection/extraction at 

the future and present time-rows, respectively. To enable explicit state 

initialization of the embedded building model, state variables in the matrix  �Â�”  

of the last time step of the ‘real’ buil ding model, before the start of a new MBC 

loop, are stored in a file. These values are then used to overwrite the default 

initial values of the embedded building model. To completely avoid the 

computational overhead caused by repeated initializations, a simulation 

start-up period of zero days was us ed in the embedded building model. 

4.5.3 Code modifications in ESP-r 

Previous Sections already introduced the ESP-r code modifications that were 

needed to include time-varying façade properties (4.2.2), and to connect ESP-

r with BCVTB (Section 4.4). This Section discusses the modifications that 

were additionally needed to implement the receding time horizon control 

formulation, in both the ‘real’ buil ding model and the embedded building 

model. 
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‘Real’ building model 

State variables of the thermal model are written to an external file at the right 

time step during the simulation, i.e. at  the end of the control horizon, just 

before a new call to the embedded building model is made. A new variable, 

MBCupdate  with an incremental counter is added to determine the right time 

step. 

Embedded building model 

Because the ESP-r algorithm of th e embedded building model is not 

connected to BCVTB, another way of introducing the dynamic façade 

properties and lighting gains to ESP-r was implemented here. Matlab writes 

each façade sequence as suggested by the optimization algorithm to an 

external file. This file is opened by ESP-r, and in every time-step of the 

simulation, the corresponding values ar e read and updated by the program. 

The ESP-r code is designed to simulate  full days, always starting at 00:00 h 

and running for x times 24 hours. This can be inconvenient in a receding time 

horizon control formulation, because it  restricts the flexibility of horizon 

sizes. However, to be able to start a simulation in the middle of the day would 

require a major overhaul of ESP-r, with impacts in many parts of the code. 

The workaround solution that was impl emented to simulate incomplete days 

(either starting before 00:00h, ending before 24:00h, or both) is presented in 

Figure 4.7. 

 

Figure 4.7. Optimization horizon starting after 00:00h. t 1 = start of the optimization 
horizon; t 2 = end of the optimization horizon. Explicit state initialization happens at t 1. 

Simulation results before t 1 and after t 2 are discarded.  

An extra variable MBCtsread  was added as a counter for the number of 

simulation time steps until t 1; the time at which the state variable are 

overwritten. ESP-r receives control signals with “dummy” variables for the 
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periods before t 1 and after t 2, and all results in these periods are not included 

in the performance evaluation. 

4.5.4 Objective function 

Function evaluations in the embedde d building model are ranked and 

compared with respect to an objectiv e function that takes the multiple 

performance criteria of interest (Section  3.4) into account. More specifically, 

performance is expressed using penalty functions ( P) and weighting factors 

(w) for both energy and daylighting aspects.  

As described in Section 3.4.2, visual co mfort evaluation is further subdivided 

into three components: UDI, DGP and view  to outside. These factors are also 

embedded in the objective function so that the desired goals can be achieved 

by optimization. The approach adopted in this research is similar to the 

concept of “daylight credits” [Gagne and Andersen 2012; Kleindienst and 

Andersen 2012] and “preference functi ons” [Mahdavi 2008]. However, to 

allow for minimization of both performance criteria (energy and visual 

comfort) in the mathematical sense, th e credits are transformed into penalty 

functions. Figure 4.8 introduces the penalty functions for daylight 

illuminance, glare and view.  

 

Figure 4.8. Penalty functions for daylight performance aspects. 

For each daylight hour in the optimi zation horizon, penalty values are 

computed for the various façade configurations, and then aggregated into 

one value using weighting factors that are determined by the decision-maker:  

 

�2�é�Ü�æ�è�Ô�ß��
 L � S�Ü� ® 
 Í � 2�Ü�ß�ß�è�à�Ü�á�Ô�á�Ö�Ø
 E � S�Ú� ® 
 Í � 2�Ú�ß�Ô�å�Ø
 E � S�é � ® 
 Í � 2�é�Ü�Ø�ê 4.1 
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By combining daylight performance with primary energy consumption for 

heating, cooling and lighting, the total objective function can be described as: 

 

�2�ç�â�ç�Ô�ß
L �B
k�S�Ø� ® � 2�Ø�á�Ø�å�Ú�ì
 E � S�é � ® � 2�é�Ü�æ�è�Ô�ß
o 4.2

 

Further enhancements to this objectiv e function formulation, and ways of 

assessing tradeoffs between energy and daylight performance are included 

in the next Section.  

4.5.5 Genetic algorithm + modifications 

A genetic algorithm (GA) is used to drive the parameter search in the 

optimization of façade properties. GA s are metaheuristic, population-based 

optimization algorithms. Numerous stud ies have shown that these algorithms 

are effective and robust for reconcil ing the competitive requirements in 

optimization of building envelope de sign based on “black-box” simulation 

models, such as ESP-r, EnergyPlus and Trnsys [Evins 2013; Attia et al. 2013]. 

In this study, the task of the algorith m is to propose new façade adaptation 

sequences, to be evaluated in the contro ller model. This approach is markedly 

different from conventional design optimization studies where the algorithm 

acts on time-invariant paramete rs of a simulation model.  

Because the properties of each adaptabl e façade element can be described as 

a discrete set of predefined options, the problem is encoded in an integer 

optimization formulation, with one identifier per façade element. GA 

functions in Matlab were used in this implementation. To reduce 

optimization time, the default GA algorithm was extended with code that 

avoids already simulated solutions from being evaluated again. 

The dynamic behavior in adaptive façade s raises a few specific challenges for 

the optimization procedure. A number of  additional measures were taken in 

response to these challenges, to ensure a search process that is both efficient 

and effective. These are discussed in this Section (Figure 4.9). 
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Figure 4.9. Overview of process steps in the genetic algorithm. Implications of adaptive 
façade dynamics on four aspects (indicated with numbers) are further explored in this 

Section. 

 

1. Seeding of initial population 

In addition to the default random way,  a number of members in the initial 

population are seeded with manually ge nerated solutions. Seeding with high-

potential solutions based on problem-sp ecific knowledge is an established 

technique for improving optimization e fficiency with evolutionary algorithms 

[Hamdy et al. 2011], and has been mentioned as an important supporting 

mechanism for reaching convergence in design optimization of cellular 

façades [Wright et al. 2014]. In the present approach, all uniform façade 

configurations with non-adaptive pr operties are added to the initial 

population. In addition, the best solution from the same period in the 

previous day (if available), and the tail  part of the optimal solution in the 

previous optimization horizon (indicated in white in Figure 3.5), are added to 

the initial population. Initial trials revealed that, without seeding, it is very 

difficult to obtain good optimization results in the large search space of 

possible solutions. In the context of th is project, seeding hopes to enhance 

optimization efficiency in the following ways:  

� �� Ensuring good spread and coverage of  the entire design option space. 

� �� Making sure that end points of the design option space belong to the 

searched solutions. Previous research shows that lower and upper 

bounds of the search space are the places where good solutions tend 

to be [Radford 1981]. This also minimizes the risk that “conventional” 

solutions are missed by the optimization algorithm. 
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� �� Speeding up convergence because gene s of good candidate solutions 

are likely introduced early in the search process. 

2. Objective function and normalization  

The dynamic optimization process seeks to improve two different 

performance aspects at the same time; energy consumption and visual 

comfort. This translates into a two- dimensional performance space in which 

Pareto optimal solutions can be identi fied [Radford and Gero 1980]. The 

optimization of adaptive façades is based on successive decision moments in 

the MBC control formulation. Because the dynamic optimization procedure 

needs to move forward automatically (i .e. no human intervention), manual 

inspection of Pareto fronts in each control horizon is not possible. As an 

alternative, performance preferences that rank the two non-commensurable 

objectives have to be articulated a priori. 

Which of the façade adaptation sequence s gets identified as most preferred 

solution by the genetic algorithm depends on two elements: 

�L�� the relative magnitude of each pe rformance indicator compared to 

the other indicators (multi-objective optimization); 

�L�L�� the range of potential gains that can be achieved within each criterion 

(i.e. the swing from worst to best) [Choo et al. 1999].  

In conventional façade design optimiza tion, the weights in Equation 4.2 can 

be tuned in such a way that a balanced trade-off point is found that is in line 

with the goals of the design team [Hopfe 2009; Mela et al. 2012]. In adaptive 

façade optimization, this tuning of weights is less trivial because the 

importance of trade-offs is intrinsica lly subject to change. Due to dynamic 

effects, the values for �| �‹�”�‹�˜�•�Ÿ and �| �œ�•�™�›�‡�’��can differ several orders of 

magnitude from horizon to horizon. This can for example happen when the 

building is in free-running mode (i.e. no energy consumption) for an entire 

optimization horizon; in this horizon, the energy penalty (P energy) would be 

zero, whereas in the next horizon, a minimum energy consumption of several 

kWh could be found. This large variabilit y in the results makes it difficult to 

find balanced trade-off solutions wit h respect to the other performance 

criterion, in this case visual comf ort. As a consequence, it is not 

straightforward to determine fixed criteria weights that will lead to 

satisfactory performance over the whole simulation period.  
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A solution to this difficulty is found by selection of optimal solutions with 

reference to an anchor point. The position of this anchor point is recalculated 

in every optimization horizon by determining the performance of all possible 

non-adaptive façade options for the curre nt optimization horizon. Note that 

these non-adaptive solutions are part of the initial population as an outcome 

of the seeding procedure described in step 1 above. Based on predefined 

weights that represent the relative importance of energy and visual 

performance, these values are scaled in an iterative process (i.e. vector 

normalization) until the preferred non- dominated solution is located at the 

position [1,1] in an xy-coordinate system. A graphical summary of this 

procedure is presented in Figure 4.10. 

 

Figure 4.10. Overview of the multi-criteria  decision-making approach. The left figure 
shows the performance for different adaptive façade system sequences (dots) as well as 

reference solutions with fixed façade conf iguration (diamonds). The axis values are 
imaginary, but are chosen to indicate that the values for different indicators can be 

widely different. The right figure shows the normalized performance indicators with an 
anchor solution at [1,1]. The circle arcs in dicate the shortest Euclidean distance to the 
ideal solution [0,0], in this case indicatin g that many adaptive façade solutions can 

improve performance on both objectives, compared to the best performing static façade 
solution.  

The normalization weights are re-calculated for every optimization horizon 

and applied to the fitness function values  of all adaptive façade solutions by 

dividing the raw penalty value with the values of the solution at the anchor 

point. 

Finally, the best performing sequence is selected using a TOPSIS decision-

making approach. This method finds th e compromise solution as the point 

with the shortest Euclidean distance to the ideal solution, and the farthest 

distance from the negative-ideal solution [Opricovic and Tzeng 2004; 

Triantaphyllou 2000], with: 
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� �� Ideal solution: the Utopia solution (point [0,0]) [Zavala 2012] having 

zero energy consumption and zero comfort penalty. 

� �� Negative-ideal solution : the anchor point [1,1] representing the best 

possible non-adaptable solution. In th is way, the distance from worst 

to best becomes an explicit part of the decision-making process in 

the MBC formulation. 

The mathematical representation for the TOPSIS case where normalized 

penalty is calculated as the shortest Euclidean distance to the ideal solution  

is presented in Equation 4.3. 

���á�â�å�à
L 
¨ �F�™�c �®
���c�l�c�p�e�w

���c���l�m�p�k
�G

�6


 E � F� ™�t �®
���t�g�q�s�_�j

���t���l�m�p�k
�G

�6

 [-] 4.3 

 

3. Stopping criterion 

Stopping criteria are an important consideration in population-based 

optimization studies, as they determine the interaction between optimality 

of the results and computational efficiency. In most building-related 

optimization studies, the optimization search is stopped after a maximum 

number of generations in the GA is exceeded [Attia et al. 2013]. In is not 

uncommon, however, that the optimum solu tion lies at the edge of the search 

space, and is evaluated already as part of the seeded initial population. In such 

cases, it is unnecessary to run the GA for all generations. A check was 

implemented to track the relative improvement in normalized objective 

function values. If the relative improvemen t in equation 4.2 is less than 5% in 

five consecutive generations, we assu me that convergence has been reached, 

and terminate the optimization. 

4. Recombination 

Recombination, or crossover, forms an essential part of the working principle 

of GAs. In its default implementation with uniform crossover, however, there 

is a risk that unfavorable crossover points hinder the convergence because 

they can break the gene sequence of go od candidate solutions. In order to 

prevent such effects, in the current approach, crossover points are only 

allowed per entire façade sequence, i. e. between adaptation periods (Figure 

3.5), not within. Mutation, on the other hand, can take place on any gene to 

support sufficient diversity throughout the whole sequence.  
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5. Soft constraints 

The optimization formulation as presented in this Chapter, gives rise to an 

enormous number of possible façade adaptation strategies; the size of the 

search space grows exponentially as the optimization horizon gets longer. 

However, as it turns out, many of  these options lead to equivalent 

performance. For example, at times when the temperature difference 

between inside and outside is small, the thermal resistance of the façade plays 

only a minor role. Similarly, at night, the influence of façade transparency can 

be ignored. In terms of performance as it  is defined in the objective function 

(Equation 4.2), it is often impossibl e for the optimization algorithm to 

differentiate between all the different alternatives. The consequence is that 

there is a risk that random componen ts or confounding variables enter the 

decision making process in lieu of me aningful variations. When one is only 

interested in the performance potentia l of adaptive façades, these effects 

have no direct consequences. However, when the aim is to also derive the 

properties of high-performance adapti ve façade concepts, this can become 

problematic, because it is not dire ctly possible to tell which suggested 

adaptation actions actually drive the parameter search, and which come from 

meaningless variations that go without physical explanation. To avoid such 

issues as much as possible, the obje ctive function is extended with two 

additional hierarchic preference terms in the form of a soft constraint 

[Kerrigan et al. 2000]. These preferen ce terms are based on the following 

three considerations: 

� �� Undue complexity of building en velope components should be 

avoided as much as possible. As long as the performance differences 

are negligibly small, the façade se quence with lowest complexity (i.e. 

most limited in frequency and extent of adaptation) is preferred. 

� �� Excessive changes in the façade zo ne may lead to increased chances 

for disturbance and discomfort [Stevens 2001; Bakker et al. 2014]. 

From the perspective of user acceptance, the façade sequence that is 

least obtrusive (i.e. most limited in frequency and extent of 

adaptation) is preferred, in cases with otherwise equal performance. 

� �� When the optimization algorithm cannot discriminate between 

multiple options, it keeps unintent ional diversity in the gene pool, 

rather than narrowing down on a specific subset of high-

performance solutions. Due to a la ck of consistency, such erratic 

changes complicate the way to convergence. Additional preference 
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terms are useful for facilitating effective ranking of all alternative 

solutions. There is a risk however, that the optimization gets stuck in 

a local minimum. Crossover and mutation settings need extra 

attention to avoid premature convergence. 

Taking Equation 4.3 as a starting point for calculating �2�á�â�å�à , these 

considerations translate into the fo llowing hierarchic preference terms: 

�2�ç�â�ç�Ô�ß
 L � 2�á�â�å�à
 E � r� ä� r� s � Û � 2�é�Ô�å�á�ê�Ü�ç�Û�Ü�á
 E � r� ä� r� s � Û � 2�é�Ô�å�á�Õ�Ø�ç�ê�Ø�Ø�á[-] 4.4

 

Where: �2�é�Ô�å�á�ê�Ü�ç�Û�Ü�á limits the variation within an adaptation period: if 

performance of more than one design al ternative is equiva lent on all other 

performance aspects, the one with the most uniform appearance is selected; 

and: �2�é�Ô�å�á�Õ�Ø�ç�ê�Ø�Ø�á limits the variation from adaptation period to adaptation 

period: if the performance of more than  one design alternative is equivalent 

on all other performance aspects, the on e that requires the lowest number of 

changing elements is selected. 

4.6�� Overview of the toolchain 

This Chapter is concluded by giving an overall view of the various elements 

in the toolchain, and their interactions (Figure 4.11). Different combinations 

of control horizons and optimization horizons are possible in the current 

implementation. This overview shows data exchange for the simplified 

example of an optimization horizon of 3 time steps with a control horizon of 

2 time step (see also Figure 3.5).  

The “sensor” variables y are sent to BCVTB by the ‘real’ building model, the 

“actuator” values u are sent by the controller. State variables are only 

transferred at the start of a new optimi zation horizon (t=1 and t=3; indicated 

with dark grey dots). Depending on whether it is in the middle of a control 

horizon (e.g. at t=2) or at the start of a new one, Matlab sends either data 

stored from a previous optimization hori zon (e.g. at t’=2) or invokes a new call 

to the optimization algorithm to receiv e the data after the optimization (ESP-

r and Radiance) run is finished. In the first situation, the data exchange 

happens very fast, whereas in the second case, possibly thousands of 

scenarios are evaluated in the embedde d building model, which may take 

minutes to hours.  
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Figure 4.11. Example of the data exchange per time step. t= time step, yt = sensor value at 
time step t, u t = control signal at time step t. Optimization horizon length is 3 time steps 

and control horizon leng th is 2 time steps. 

 

Figure 4.12 demonstrates how the toolchain steps forward in time. Three 

consecutive adaptation periods are shown, indicating the optimization 

process finds different optimal values when more information about the 

future becomes available. 
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Figure 4.12. Example of façade optimization sequences over time. Three consecutive 
adaptation periods are shown. The length of the adaptation period in this example is 

46h, the control horizon is 12h and the adaptation period is 6h. 
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5 

Quantifying the performance 

potential of adaptive façades –  

a case study 

 

 

 

 

 

 

 

5.1�� Introduction 

So far, this dissertation has mostly focused on the development of a 

methodology for computational perfor mance optimization of adaptive 

façades. This has resulted in a toolchain that couples different simulation 

tools for building energy and daylight performance prediction with a control 

approach that can ensure high-performance adaptive façade operation. In 

the present and the following Chapter, two selected case studies are 

presented to illustrate potential applications of the toolchain, and to show 

how it can be used to analyze the perf ormance of innovative adaptive façade 

concepts. 
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5.1.1 Background and objectives of the case study 

The case study that is presented in th is chapter is framed within the context 

of EOS-lt project FACET [Loonen et al. 2015]. The goal of the FACET project 

was to identify the ideal adaptable building envelope properties for different 

building types in the Netherlands. To  achieve this objective, the project 

proposed an inverse approach. Instead of starting from a certain adaptive 

façade material or technology and analyzing its performance, the project 

began by postulating the desired end result (i.e. optimal IEQ conditions with 

minimal energy expenditure) and a subsequent search for adaptable façade 

system states that best approach the id eal end result. The hypothesis is that, 

based on this theoretically-derived op timum which can also include building 

materials with hypothetical properties , promising suggestions for R&D paths 

can be outlined. 

5.2�� Description of the case study 

5.2.1 Building model and simulation scenario 

This study considers a typical single-zone perimeter office space with 

dimensions (LxWxH) of 3.6 m x 5.4 m x 3 m. The office faces south, is located 

on an intermediate floor, and is surrounded by similar spaces and a corridor 

at the back. Construction and material properties of the external façade are 

determined via optimization as described  in Section 5.2.2; the properties of 

the other construction elements are given in Table 5.1. 

Table 5.1. Constructions and material properties of the case study. 

  Thickness

(mm) 

Conductivity

(W/mK) 

Density 

(kg/m 3) 

Specific hea t  

(J/kgK) 

Floor 
Floor tiles 6 0.60 500 750 

Concrete blocks 140 1.06 1950 1000 

Ceiling Suspended ceilin g (gypsum) 13 0.42 1200 837 

Internal walls 
Lightwei ght concrete blocks 150 0.44 1500 650 

Plasterboard 12 0.18 800 837 
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Occupancy and usage 

On working days, the zone is occupied  by two persons. The office workers 

are present from 8:00 to 17:00 and account for internal heat gains of 65 W per 

person (metabolism) and 120 W per person for appliances. For glare 

evaluation, we assume that the persons are looking in the direction of the 

window (worst-case scenario). 

Heating, cooling, lighting and ventilation 

Operative temperature inside the room is  controlled on the basis of adaptive 

temperature setpoints according to EN 15251, class B. The setpoints vary over 

time according to the running mean outd oor temperature in the previous five 

days [Nicol and Humphreys 2010]. Ou tside occupied hours, temperature 

setpoints for heating and cooling are adjusted to 17°C and 30°C respectively. 

Dimmable artificial lighting with a maximum lighting power density of 10 

W/m 2 is used. Daylight is controlled au tomatically to maintain a minimum 

work plane illuminance of 500 lux. Illuminance sensors for controlling 

artificial lights are placed in the center of the room at work plane level (0.9 

m). 

During occupied hours, outdoor air with a flow rate of 2 ACH is used for 

ventilation, with a heat recovery efficiency of 90%. The infiltration rate is 

assumed to be constant, and set at 0.24 ACH. 

Weather conditions 

Simulations are carried out with the weather data reference year for energy 

simulations for the Netherlands [NEN50 60 2008]. The analysis focuses on 

two typical weeks, one in winter, and one in spring. Figure 5.1A shows incident 

solar radiation on the south façade and Figure 5.1B shows ambient 

temperature for these weeks.  
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A 
 

B 
Figure 5.1. Weather conditions (the Netherlands) during selected weeks in winter, spring 

and summer. 

Primary energy conversion 

To make fair comparisons with respect to the various energy flows, overall 

energy performance is assessed on the basis of primary energy consumption. 

In the case study, we assume that the seasonal heating efficiency = 0.9, 

cooling COP = 3, and the primary energy conversion factor for electricity = 

2.56 [NEN7120 2011]. 

5.2.2 Adaptive façades: adaptable properties and adaptation 

ranges 

To analyze the effect of adaptability of  adaptive façades, the external façade 

is subdivided into a number of sma ller elements, or cells. The physical 

properties of each of these elements  can be controlled individually. Instead 

of having fixed walls and fenestration areas, such a decomposition enables 

flexible optimization of shape, number, position, transparency and thermal 

properties of “window” elements. Previo us research by Wright et al. [2014] 

shows that a subdivision of the façade in to smaller elements can be a valuable 

approach, because it allows for façade  optimization in response to the 

temporal and spatial characteristics of da ylight. In contrast to previous work, 

however, this research not only deals with design optimization of ‘cellular’ 

façades, we also account for the fact that in adaptive façades, these 

properties can change over time. Discretization of the façade is done to gain 

insight into performance trends and dynamic spatial effects of adaptive 

façades in an abstract but generic way. Actual adaptive façade concepts 
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deriving from this approach may or may not have this type of grid-like 

appearance. 

In this demonstration example, the façade is subdivided into a grid of 4*4 

elements. Material properties in terms of solar energy transmittance (T sol) 

and U-value of each of these elements (Table 5.2) are adaptable per hour. The 

option space for thermal transmittance consists of six steps, ranging from 

thermal resistances equivalent of a conventional glazing system up to the 

passive house insulation standard. The option space for solar transmittance 

consists of four steps, ranging from va lues equivalent of a clear glazing to a 

dark tinted glazing or roller shade syst em. Overall, this leads to a design 

option space of 6*4=24 possible combinations per element, and 

24^(4*4)=1.2e22 possible façade conf igurations per adaptation period. 

Table 5.2. Option space of material properties for the adaptive façade. 

Design option 1 2 3 4 5 6 

U-value [W/m 2K] 0.2 0.5 1 2 3 4 

Tsol [-] 0.05 0.25 0.50 0.75   

 

5.2.3 Objective function 

Multiple performance criteria are transformed into in a single objective 

optimization function, following the fo rmulation in Section 4.5.4 (Equation 

4.4) to compute the dimensionless total penalty function �2�ç�â�ç�Ô�ß.  
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 E � r� ä� r� s � Û � 2�é�Ô�å�á�ê�Ü�ç�Û�Ü�á
 E � r� ä� r� s � Û � 2�é�Ô�å�á�Õ�Ø�ç�ê�Ø�Ø�á       [-] 5.1 

In this case study, the weighting factors for energy ( �™�c) and visual (�™�t) 

performance are chosen to have an eq ual value of 0.5. These equal weights 

ensure that the optimization formulatio n can find a balanced trade-off point 

between these competing objectives. 

As described in Section 3.4.2, visual co mfort is further subdivided into three 

components: UDI, DGP and view to outs ide. These factors are also embedded 

in the objective function so that the desired goals can be achieved by 

optimization. The threshold values for daylight illuminance, glare and view 
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are indicated in Figure 5.2. For each dayl ight hour in the optimization horizon, 

penalty values are computed, and then aggregated into one value using 

weighting factors. The penalty functions consist of ramps instead of discrete 

step functions, as this aids in detect ing slight differences between the façade 

configurations, and thus expedites the design space exploration. 

 

Figure 5.2. Penalty function for daylight performance with threshold values 

To achieve the desired performance, it is important to choose appropriate 

weighting factors for the combined visual comfort performance function 

(Equation 4.1). Several factors need to be taken into account. For example, 

glare risk occurs during only a relative ly limited period of the year. There are 

many instances when glare considerations are not relevant for determining 

façade operation, but when the risk  occurs, it is important that the 

consequences are effectively blocked. On  the other hand, view to outside is 

only of interest after the basic performance criteria have been met. By giving 

view to outside a relatively low weight , the parameter search will be nudged 

towards solutions that maximize openness of the façade while not 

compromising on daylight illuminance and glare discomfort. After 

performing several test runs, it was fo und that the weights in Equation 5.2 

lead to the desired results for calculating �2�é�Ü�æ�è�Ô�ß as in input for Equation 5.1. 

Note that only the relative difference between the weights is important, 

because the aggregated result  will always be normalized.  

�2�é�Ü�æ�è�Ô�ß��
 L � s � ® 
 Í � 2�Ü�ß�ß�è�à�Ü�á�Ô�á�Ö�Ø
 E � s� r � ® 
 Í � 2�Ú�ß�Ô�å�Ø
 E � r� ä� t � ® 
 Í � 2�é�Ü�Ø�ê [-] 5.2 

 

It should also be noted that the weight ings and setting of threshold values 

involve subjective and contextual co nsiderations. The present case study 

aims to demonstrate capabilities of the performance simulation framework. 

Future work should focus on identifyin g the impacts of different weights on 

performance. As indicated before by Mahdavi [2008] performance 

preferences do not have to be constant over time. 
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5.2.4 Optimization horizon and control update 

In the present case study, an optimization horizon of 24 hours was chosen. 

Ideally, we would want to work with a quasi-infinite horizon, because it 

theoretically leads to the best results [Z avala et al. 2009]. A disadvantage of 

increasing the length of this forward-l ooking horizon is that it leads to an 

exponential increase of the search sp ace per control sequence, and as such, 

the increased risk of finding only a local optimum wit h non-exhaustive 

optimization algorithms. On the othe r hand, a too short horizon also has 

drawbacks. When the horizon is too short, e.g. 1 hour, there are potentially 

many cases with for example no energy  consumption and no discomfort, in 

which the objective function is not able  to rank performance of the different 

alternatives. In such cases, however, this does not mean that each façade 

adaptation option is equally good. Because of transient energy storage 

effects, the current control decision affects the system states that can be 

reached in the future, possibly leading to performance degradation (e.g. 

higher energy demands or comfort violations) that could not be foreseen in 

the short horizon. For buildings with ve ry low thermal mass, such as highly-

glazed spaces, the consequences might be  insignificant [C. S. Lee 2017], but 

for typical office buildings, these temp oral effects are worth considering. In 

addition, a longer forward-looking ho rizon is needed to plan façade 

sequences with smooth transitions (Section 4.5.5), because some fluctuating 

façade schedules could only be prev ented with consideration of further 

points in the future [Coffey et al. 2010]. 

The case study uses an adaptation horizon, and also update frequency of 12 

hours. In this way, the positive effect s of receding, partly overlapping, time 

horizons are accomplished. Without rece ding time horizon, thermal energy 

storage potential of construction elements would be just exhausted/emptied 

at the end of each horizon, and indoor temperature could be at the edge of 

becoming uncomfortable, leaving unfavo rable starting conditions for the 

next horizon. The selected adaptation period is one hour and the simulation 

time step for thermal simulations is 10 minutes. 

5.2.5 Reference façade 

To establish a baseline for further comp arison, an office zone with typical 

façade properties is defined. The buildi ng envelope of this reference situation 

has a window-to-wall ratio of 40%. The opaque parts have an R c-value of 5 
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m2K/W, while for the windows, low-emissivity double glazing (g-value: 0.50, 

U-value: 1.78 W/m 2K), with external solar shading screens is applied. The 

shading system is activated when incident solar radiation on the façade is 

higher than a fixed threshold value of 300 W/m 2. 

5.3�� Results – performance potential compared 

to reference case 

5.3.1  Spring week 

Performance 

Figure 5.3 shows a comparison of the en ergy performance for different design 

options in a week in spring (18 – 22 May). Case 1 to 4 represent the energy 

performance for a façade with non-adaptive properties at the endpoints of 

the values given in Table 5.2. The performance of these design options was 

selected as a baseline, because these points can give an indication of the 

potential in best/worst case scenarios for single objectives, but often fail to 

perform well on the other aspects. Co lumn 5 represents the office with 

reference building envelope as presented in Section 5.2.5, and column 6 

shows the optimized result for the adaptive façade.  
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Figure 5.3. Optimization results for a spri ng week. A: Energy performance, B: glare 
discomfort, C: daylight illuminance. 

The results indicate that thermal insulation has a dominant effect on the 

energy consumption in spring. With a hi ghly insulated envelope (e.g. case 2 

or case 3), the building needs a consid erable amount of mechanical cooling 

to maintain comfortable conditions becau se the heat that is trapped inside 

cannot be easily released to the environment. In addition, the results show 

that a reduction in the contribution for lighting, by making a transparent 

façade, can have a significant impact on the building’s energy balance. With 

adaptive façades, the overall energy consumption can be reduced by 60% 

compared to the reference situation (Fig ure 5.3A). This is, however, not the 

lowest possible energy demand, which would have been achieved with a fully 

glazed, low-insulation design variant (Case 1). Looking at the visual 

performance indicators DGP (Figure 5.3B ) and UDI (Figure 5.3C), it is clear 

why the adaptive façade solution is ch osen as optimal scenario. Even though 

UDI levels are favorable, a fully glazed fa çade leads, as expected, to a high risk 

of intolerable glare discomfort. In th e reference solution, the solar shading 

system is closed throughout most of the day, resulting in restricted view to 

outside and very low levels of UDI in the autonomous category. An optimized 

adaptive façade, on the other hand, is able to find a good trade-off point 

considering all performance aspects.  
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Figure 5.4. Scatter plot showing progression of the design space exploration. Green dots 
indicate static façade configurations. Grey do ts indicate adaptive façade configurations; 
the darker the color, the higher the iteration number in the GA. The red dot represents 

the optimized solution that was selected by the GA. 

Figure 5.4 shows a scatter plot wit h performance considering the two 

optimization objectives: visual pe rformance (horizontal) and energy 

performance (vertical). Each dot represents the performance of a certain 

façade adaptation strategy for the optimization horizon of 18 May from 0h00 

to 24h00. In green, the non-adaptive façade solutions are shown as reference 

points. Points closer to the origin (Utopia point) have better performance 

because they have the lowest penalty values. The greyscale colors give an 

indication of the progression towards better performing solutions over time 

(the darker the color, the higher the ge neration of the genetic algorithm), and 

the red point is the façade solution that  is finally chosen by the optimization 

objective.  

Design considerations 

To better understand the performance of the optimized adaptive façade, it is 

important to analyze how the façade properties vary over time. Figure 5.5 

shows the optimized façade configurations for the 55 occupied hours during 

the week.  
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Figure 5.5. Optimized façade configurations for the spring week. Each block represents a 
façade configuration as seen from the inside. Black corresponds to Tsol = 0.05, dark grey 

to Tsol = 0.25, light grey to T sol = 0.50 and white to T sol = 0.75 

 

The following principles can be observed: 

� �� In the mornings, the façade is highly transparent to enable maximum 

daylight utilization and a view to outside. 

� �� During periods of high incident ra diation (midday), the optimization 

algorithm suggests a façade configuration with low solar 

transmittance. On the overcast day (Thursday) the façade remains 

mostly transparent. 

� �� Later in the afternoon, passive solar energy gains are unwanted 

because the building is already warmed up. Configurations with 

intermediate transparency are found as a balanced trade-off solution 

considering all performance aspects involved. The non-uniform 

façade patterns are the result of (unwanted) randomness that is 

sometimes present in the optimization outcomes. In these cases, the 

soft constraints were not effect ive in ensuring uniform façade 

appearance. 

� �� Sun-tracking behavior of opaque faça de elements can be observed to 

some degree. In the mornings, a higher density of dark cells is 

situated on the left (East) side, whereas in the afternoon, the majority 

of dark cells shifts to the right (West) side. This effects is most 

noticeable on the Wednesday, and indicates how the optimization 

framework is able to identify façade regions with high luminance 

contrast to promote the effect of glare-free daylight utilization. The 

fact that this effect is not evident on all sunny days highlights that the 
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existence of multiple local optima  and the existence of the large 

design option space in combination the flatness of the fitness 

landscape (i.e. the fact that there are many solutions with nearly 

identical performance) make it difficu lt to reach clear patterns in the 

final solution. 

� �� On days with similar weather conditions (e.g. Monday and Tuesday) 

and IEQ requirements, the algorithm finds a different optimal trade-

off solution during many hours of the day. This observation provides 

another illustration of the complexi ty of the optimization problem. 

The façade-averaged solar transmittance and U-value for each hour of the 

simulation period are represented in Figure 5.6. By analyzing this data, 

information can be extracted to deve lop a better understanding of the 

adaptive façade properties that will le ad to high performance. Three notable 

findings can be observed: 

� �� The ability to chance thermal insulation properties is effectively 

utilized. On evenings and nights  with relatively cool outside 

temperatures, this feature is used for passive cooling of the interior 

space. 

� �� Whereas solar transmittance values frequently use all values of the 

design option space, U-value relies almost exclusively on the end 

points. The use of developing faça de materials or technologies with 

many intermediate thermal insulation states seems limited. 

� �� There are many instances where the optimization algorithm suggests 

the combination of high thermal resistance with high solar 

transmittance. It seems worthwhile to focus R&D efforts on 

developing transparent insulation systems that also have the ability 

to change visible light transmittance. 
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Figure 5.6. Optimization results: surface-averaged dynamic façade properties for the 
spring week. 

 

5.3.2 Winter week 

Performance 

Figure 5.7 shows a comparison of th e energy performance over the whole 

winter week (12 – 16 Jan). Compared to sp ring, the contribution of useful solar 

gains is small. More artificial light is needed, and the differences between 

extremes in transparency are relatively small. Depending on the insulation 

level, either heating or cooling energy is needed. In the case with adaptive 

façade, heating energy can completely be eliminated, while only a small 

fraction of the cooling energy is still needed. Compared to the reference case, 

an overall energy reduction of 43% ca n be achieved, which can mostly be 

attributed to smart use of passive sola r heating. Due to the low angle of the 

sun, and the possibility for low visible light transmittance with the adaptive 

façade, there is no risk for glare discomfort during this week, provided that 

façade transparency is properly controlled on sunny days.  
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Figure 5.7. Optimization results for a winter week. 

Design considerations 

Compared to the week in spring, the average transparency of the façade is 

much higher in winter (Figure 5.8). There is a high correlation between façade 

transparency and incident solar radiation during this period. At times when 

irradiance levels are low, and there is little or no risk for glare discomfort, the 

design exploration algorithm suggests highly transparent façade states that 

maximize the view to outside. Sun tracki ng behavior is less visible during this 

winter week. This is likely due to the posi tion of the sun, which is lower in the 

sky during this period. As a consequenc e, the façade configurations that are 

found by the genetic algorithm resemble the characteristics of a conventional 

solar shading system to a large extent. 

 

Figure 5.8. Optimized façade configurations for the winter week. Each block represents a 
façade configurations as seen from  the inside. Black corresponds to Tsol = 0.05, dark grey 

to Tsol = 0.25, light grey to T sol = 0.05 and white to T sol = 0.75 
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The combination of insulation and tran smission properties of the optimized 

façade states is presented in Figure 5.9. During most of the time, a 

transparent insulation state is selected  as the optimal solution, but during 

sunny moments, the solar transmittance goes down to reduce glare risk. A 

low thermal resistance value is identified as beneficial on two of the 

afternoons. In this way, heat trapping can be prevented – and cooling load 

avoided – by releasing heat to the cooler ambient environment. 

 

Figure 5.9. Optimization results: surface-averaged dynamic façade properties for the 
winter week. 
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5.4�� Discussion and conclusion 

This Chapter has demonstrated the capabilities of the toolchain, by 

presenting a case study that explores the performance potential of adaptive 

façades for an office building in the Netherlands. Results that have been 

analyzed in detail for one week in spri ng and one week in winter indicate that 

the simulation-based optimization methodology is able to highlight the 

capabilities of adaptive façades in terms of finding balanced trade-off 

solutions considering multiple competing objectives. In this way, significant 

performance benefits compared to state- of-the-art façade alternatives can 

be obtained. 

A rather large option space of dynamic fa çade properties was used to be able 

to provide recommendation for further R&D and product development of 

adaptive façade technologies and materials. It was found that dynamic 

thermal insulation and sun-tracking solar shading solutions are mostly 

responsible for the improved building  performance with adaptive façades. 

More R&D to develop new design soluti ons in these directions is therefore 

recommended.  
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6 

Investigating trade-offs between 

performance and façade system 

complexity 

 

 

 

 

 

 

 

6.1�� Introduction 

The goal of this chapter is to demonstr ate application-specific aspects of the 

toolchain on the basis of a case study. The intention is to extend the usability 

of the simulation methods, and to illust rate how it can help in developing a 

better understanding of the tradeoffs between façade performance and 

complexity. 

6.1.1 Background and objectives of the case study 

Careful selection of the properties and dimensions of windows is essential for 

optimizing the indoor environmental quality and energy performance of 
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buildings. Nowadays, special layers, such  as low-emissivity coatings and solar 

control films, are routinely applied for enhanced control of solar heat gains 

and higher thermal resistance. Although these technologies have 

substantially improved the performance of fenestration systems, they also 

have some drawbacks. One of the limitations of such glazing systems is that 

the properties are fixed over time, and can therefore not respond to, or take 

advantage of, the variability in climatic conditions. A solar control film, for 

example, will typically help reduce cooling energy in summer, but also 

impairs view to outside and blocks us eful solar gains in periods when no 

cooling is needed. As a result, compro mises in the design phase or often 

needed to achieve satisfactory  performance under all conditions. 

Breakthroughs in materials science now open up a range of new possibilities 

that will allow building designers to influence window-related trade-offs in a 

more dynamic way. Recently, materials with switchable 

reflection/transmission properties in three parts of the electromagnetic 

spectrum have been reported in litera ture. The ability to selectively control 

the transmission of (i) visible light, (ii) near-infrared sunlight, (iii) and 

longwave infrared radiation (emissivity) generates many promising 

opportunities because through this adap tability, multiple optimized states 

can be reached. There is, however, st ill a lack of guidance on how such 

innovative technologies should be integrated in buildings.  

The objective of this study is to ev aluate and compare the performance of 

such windows on a whole-building level under a range of different conditions. 

This scoping study is performed by means of a co-simulation approach, as 

described in Chapter 4 that uses Radiance, ESP-r and BCVTB to 

simultaneously predict energy performance, dynamic daylight illuminance, 

and glare discomfort. In this study, independent switching of glazing 

properties is addressed in three parts of the spectrum, as well as the various 

interactions, and it is investigated which strategy works best depending on 

certain circumstances. The parameters that are taken into account include 

different façade orientations, clim atic conditions and window control 

strategies. Finally, the findings of this study are synthesized in the form of 

general recommendations that can be us ed by both building designers and 

the research community as an outl ine for future materials science 

development directions. 
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6.2�� Description of the case study 

The methodology for the demonstration study that is presented in this 

chapter is described in five steps: (i) baseline model, (ii) window properties, 

(iii) performance indicators, (iv) simula tion scenarios, and (v) window control 

strategies. 

6.2.1 Baseline model 

The baseline simulation model is a sing le-zone office space (3.6*5.4*2.7 m) 

with a window-to-wall ratio of 60%. The perimeter façade is  modelled as an 

external wall while all other surfaces face similar office spaces. All opaque 

construction elements in this refere nce model have medium thermal mass. 

The external wall has a thermal resi stance (R-value) equal to 3.5 m 2K/W 

The perimeter office zone is occupied by two people who are present on 

weekdays from 8-18 h. Each occupant represents an internal heat gain of 120 

W. Internal gains from electronic equipment (laptop, printer, etc.) 

corresponds to 50 W/person, operat ing only during occupied hours. 

Artificial lights are controlled by a sensor inside the zone, 1.5 m from the 

façade at work plane level. The lights  with a nominal lighting power density 

of 12 W/m 2 are continuously dimmed to meet the setpoint of 500 lux.  

The heating, ventilation and air conditioning (HVAC) system is modeled as an 

ideal convective system, because the main interest of this work is on daylight 

control and management of solar gains. The HVAC system has a heating 

setpoint 21ºC starting one hour before the beginning of the occupied hours 

until the zone is empty again (7-18 h.) and 14ºC during the rest of unoccupied 

hours. The cooling setpoint is set to 25ºC for occupied and 30ºC for 

unoccupied hours. Ventilation with heat recovery (90% efficiency) is set to 3 

air changes per hour (ACH) during occupied hours and 0.2 ACH during 

unoccupied hours, while infiltration wa s assumed to have a constant value of 

0.3 ACH throughout the year.  

6.2.2 Window properties 

Windows with three different types of switchable glazing properties are 

analyzed in this study. All switchable windows share one common reference 
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state (sref ), having the properties of a regu lar low-emissivity double glazed 

window. 

 

Figure 6.1. Relationship between visible transmittance and solar transmittance. Note 
that window properties below the maximum light-to-solar heat gain (LSG) line and 

above the minimum LSG line are physically impossible. 

Figure 6.1 shows how the properties of the windows with low visible 

transmittance (s 1) and high NIR reflectance (s 2) relate to this reference 

situation (s ref , low-e). The switchable window state with high NIR reflection 

(s2) has a very high light-to-solar heat ga in (LSG) ratio. In this case, it means 

that all solar energy in the wavelength range �"  > 700 nm is reflected, without 

affecting the transmittance of visible light. For s 1 the case with low visible 

transmittance, it was assumed that th e absorption of sunlight is equally 

spread over the entire solar spectrum . This case therefore results in the 

situation that switching of window pr operties happens between two points 

with equal LSG value. The end point of VLT = 0.05 is selected because it is 

generally considered that values as low as this lead to a moderate risk for 

glare discomfort [E. S. Lee et al. 2013; Piccolo and Simone 2009]. 

The third type of adaptability (s 3), the changing of properties in the longwave 

radiation range is achieved by varying th e emissivity of the inside surface of 

the outside glazing pane from 0.05 to 0.84. The algorithms in LBNL Window 

7 [LBNL 2017b] indicate that doing this would lead to an increase in window 

U-value from 1.6 W/m 2K to 2.7 W/m 2K.  

A summary of all relevant properties of the different switchable glazing 

systems is presented in Table 6.1. 
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Table 6.1. Overview of the switchable glazing properties in the [i] visible (VLT), [ii] near-
infrared (NIR) and [iii] longwave  part of the solar spectrum.  

Tvis

[-] 

Tsol

[-] 

�¿

[-] 
U-value

[W/m 2K] 

VLT 
s1 0.05 0.22 0.05 1.6

sref 0.74 0.54 0.05 1.6

NIR 
s2 0.74 0.35 0.05 1.6

sref 0.74 0.54 0.05 1.6

Longwave  
s3 0.74 0.54 0.84 2.7

sref 0.74 0.54 0.05 1.6

6.2.3 Performance indicators 

Two aspects are considered in the switchable window performance 

assessment: energy and comfort. 

To evaluate energy performance, the to tal primary energy use intensity (EUI) 

in kWh/m 2 for heating, cooling and lighting is computed. Throughout this 

Chapter, we assume that the seasonal heating efficiency = 0.9, cooling COP = 

3, and the primary energy conversion factor for electricity = 2.56, according 

to (NEN7120 2011). 

Façade-related visual comfort is infl uenced by a number of factors with 

complex interactions [Reinhart and Wienold 2011]. The target is to use the 

switchable windows to contribute to we ll-distributed daylig ht illuminance in 

the absence of discomfort glare. This is evaluated with two complementary 

indicators:  

� �� Useful daylight illuminance (UDI).  Daylight utilization is assessed by 

computing the percentage of occupied hours that daylight 

illuminance on the work plane falls within certain bounds. Four 

different categories according to the classification of [Mardaljevic et 

al. 2012] are considered: fell short (<100 lux), supplementary (100-300 

lux), autonomous (3 00-3000 lux) and exc eeded (>3000 lux).  

� �� Daylight glare probability (DGP).  Discomfort glare is assessed using 

DGP, as it was shown to be the most robust glare metric in a 

comparative study under a wide range of ambient conditions 

[Jakubiec and Reinhart 2011]. In this study, a conservative glare 

scenario is considered in which the occupants’ view direction is 
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always facing the façade. Three di fferent categories for discomfort 

glare are distinguished, according to  the classification in [Reinhart 

and Wienold 2011], where the risk is (i) intolerable (DGP > 0.45), (ii) 

disturbing (0.35 < DGP < 0.45), or (iii) not disturbing (DGP < 0.35). 

6.2.4 Simulation scenarios 

Various integrated daylight and therma l simulations are conducted to assess 

the performance of the switchable window types. Here, one baseline 

simulation scenario is defined that cons iders variations in terms of climate, 

façade orientation and window-to-wall ra tio. Table 6.2 gives an overview of 

the different scenarios that are investigated in this study; items in bold 

represent the baseline scenario. 

Table 6.2. Overview of variants in the parametric study (bold represents baseline 
scenario). 

Climate Stockholm, Amsterdam , Berlin, Madrid

Orientation East, South , West

WWR 30%, 60%, 90%

 

The four locations were selected becau se together they cover a wide range 

of climate types, representative for the European continent. Table 6.3 

presents an overview of heating and c ooling degree days for each of the four 

cities as an indication of the range of  climate conditions that is covered in 

this study. 

Table 6.3. Overview of heating degree days (HDD) and cooling degree days (CDD) for the 
four climates. 

HDD CDD

Stockholm 4286 49

Amsterdam 3038 65

Berlin 3317 147

Madrid 2023 612
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6.2.5 Window control strategies 

The definition of an appropriate window control strategy is of essential 

importance for analyzing the performanc e of switchable glazing technologies 

[Jonsson and Roos 2010]. This demonstration example uses rule-based 

control strategies, to be able to study the performance of the different 

window systems in a realistic applicatio n environment. Table 6.4 summarizes 

the control strategies that ar e considered in this study. 

Table 6.4. Window control strategies 

 Switch from s ref other state, if 

VLT Incident solar radiation > 250 W/m 2

NIR Incident solar radiation > 250 W/m 2

Longwave Ambient temperature < indoor temperature 

AND building is not in heating mode 

 

6.3�� Simulation strategy and settings 

This study uses a coupled simulation approach to analyze the interactions 

between daylight performance and energy efficiency. Annual dynamic 

daylight simulations for the different window states are carried out using the 

Radiance three-phase method, while Building energy simulations (BES) are 

performed using ESP-r. The control stra tegies are directly implemented in 

the BCVTB using actors from its Ptolemy II library. This coupling strategy also 

takes care of assigning the correct internal heat gains for lighting, depending 

on daylight illuminance corresponding to the values that were computed in 

the pre-processing phase. 

6.4�� Results 

6.4.1 Daylight performance 

Figure 6.2 compares the simulation resu lts in terms of UDI for the reference 

window (s ref ) and the case with switchable VLT (s 1). The difference is most 
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notable for the number of occupied ho urs that the illuminance threshold of 

3000 lux gets exceeded. 

 

Figure 6.2. Useful daylight illuminance results for the reference window (top, s ref) and 
switchable VLT window (bottom, s 1). Results are shown for two façade orientations and 

three window-to-wall ratios. 

The extent of possible discomfort due to the too high daylight illuminance 

levels gets significantly reduced in the case of controlled light transmittance, 

most notably for the South façade.  

During the hours with relatively low daylight illuminance, the difference 

between the two cases is relatively low. This effect can be explained by the 

fact that during most of these hours, the switchable glazing system is 

switched in the transparent mode, and hence leads to similar lighting 

conditions as the regular façade.  

The results for glare discomfort are presented in Table 6.5, showing again the 

comparison between switchable and non-switchable visible light 

transmittance. The difference in results for DGP is even more pronounced 

than the results for UDI. The amount of  discomfort hours shows a substantial 

reduction when the window transparency is reduced to 5% during times with 

high incident solar radiation.  
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Table 6.5. Daylight glare probability classi fication for the regular window (top) and 
switchable VLT window (botto m). Results are shown for tow façade orientations and 

three window-to wall ratios. 

Orientation WWR DGP

 Disturbing [h] Intolerable [h]

Reference case (sref )

South 

30 98 112

60 114 198

90 182 325

West 

30 179 256

60 172 378

90 212 421

 

Switchable VLT (s 1)

South 

30 31 4

60 52 9

90 56 23

West 

30 22 12

60 44 21

90 51 56

 

6.4.2 Energy performance 

Figure 6.3 shows a comparison of the primary energy demand for different 

WWR values (South façade, Amsterdam). The results show that for windows 

with switchable non-visible properties (NIR and longwave), the results are 

highly sensitive to the window area. Espe cially larger windows  lead to a large 

increase in energy consumption. On the other hand, switching in the visible 

part of the spectrum leads to much less difference in the results. This finding 

indicates the possibility of designing buildings with large glazed façades, 

without having a significant penalty in terms of increased energy 

consumption. 
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Figure 6.3. Energy performance of the three switchable window types for a façade with 
South orientation in Amsterdam. Results are shown for window-to-wall ratios of 30, 60 

and 90%. 

In Figure 6.4, the results for the four different climates are presented. These 

results show that lighting energy cons umption has a quite large influence on 

the overall energy consumption. The win dows that switch in the non-visible 

part of the spectrum need considerably  less energy for lighting. However, 

these cases also show a higher energy demand for cooling. The lowest cooling 

energy demand is observed in the situ ation with visible switching. Compared 

to longwave switching, the dynamic NIR reflectivity also reduces cooling 

energy demand, but not as effective as the case with VLT control. These 

results correspond with the values for solar transmittance, as presented in 

Table 6.1. However, these static material properties are not sufficient to 

characterize the performance of switchab le glazing systems, because (i) they 

do not account for the dynamic effect s that occur at different control 

strategies, (ii) do not take the total bu ilding energy balance in consideration, 

and (iii) do not distinguish whether most of the incident radiation is absorbed 

(VLT case) or whether it is reflected (NIR case). The complex balance between 

heating, cooling and lighting energy use in Figure 6.4 clearly indicates the 

need to develop and select switchable gl azing technologies in response to the 

needs of local climatic conditions. For example, a switchable VLT window 

offers the lowest total energy demand  for Madrid, but such a window would 

not be recommended for energy-saving purposes in Stockholm. 
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Figure 6.4. Energy performance of the three switchable window types for a façade with 
South orientation and 60% window-to-wall rati o. Results are shown for the climates of 

Stockholm, Amsterdam, Berlin and Madrid. 

Finally, Figure 6.5 shows the energy performance results as a function of 

façade orientation. Although these result s are useful to obtain a better global 

understanding of the performance of s witchable glazing types, they do not 

lead to remarkable new insights. For all three window types, the lowest 

energy consumption is achieved for the South façade. In all three cases, the 

East façade has the highest heating energy consumption. In the situation 

where the admittance of solar gains is  reduced (VLT and NIR), the heating 

load on the East façade is extra high because the contribution of passive solar 

gains to room heating gets reduced when the room is heating up in the 

morning hours. The consequences of this  orientation effect are also visible 

for the West façade. By the time that high intensity solar radiation reaches 

the West façade, the office room is al ready warmed up. Because the longwave 

case has no ability to control the amount of solar gains, we can see there a 

much larger increase in cooling ener gy demand, compared to the other two 

cases (VLT and NIR).  
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Figure 6.5. Energy performance of the three switchable window types for a façade with 
60% window-to-wall ratio in Amsterdam. Results are shown for three orientations, 

East, South and West 

6.5�� Discussion and conclusion 

This chapter has demonstrated the use of a high-resolution modeling 

approach to evaluate how three advanced  switchable window types, active in 

three different parts of the electromagnetic spectrum, are able to meet the 

goal of well-controlled daylight and solar gains in buildings. 

The results are in line with the outcomes of various simulation studies that 

present an in-depth analysis of the individual switchable window types, and 

with a strong focus on either the thermal or daylight aspect [DeForest et al. 

2015; Fernandes et al. 2013; Loonen, Singaravel, et al. 2014; Tavares et al. 2014]. 

This is an important finding, because it gives additional information to 

confirm that the co-simulation implementation that is presented in this 

thesis is able to produce meaningful re sults. Another unique characteristic of 

the results presented here, is that it allows for a rapid side-by-side 

comparison of the relative performa nce of several technologies, because 

their evaluation was subjec t to the same simulation scenarios and boundary 

conditions.  
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This application study has led to  the following main conclusions: 

� �� The concept of one-size-fits-all do es not apply to switchable window 

technology. To achieve good performance, product developers and 

building designers should adapt the properties of switchable glazing 

technologies to the needs of  individual situations.  

� �� Dynamic modulation of sunlight transmittance in the visible 

wavelength range not only influences solar heat gains, but also has a 

positive effect on visual comfort conditions and lighting energy use. 

Among the three tested glazing types, glazing systems that are active 

in this part of the spectrum have the highest energy-saving potential. 

It is essential to use coupled daylighting and thermal simulations to 

gain insights into such effects. 

� �� Solar shading systems, such as blinds and screens or window coatings 

with controllable VLT transmission are needed to ensure acceptable 

visual comfort conditions, especi ally in cases with large window 

areas. It is not always fair to compare the energy performance of 

windows with and without shading system, because they do not lead 

to equivalent indoor conditions [Ochoa et al. 2012; Goia 2016]. 

� �� The performance of switchable windows is very climate-dependent. 

Windows with switchable NIR reflection are most effective in 

climates which have both a considerable heating and cooling energy 

demand, whereas the ability to switch VLT is most 

effective/promising in sunny climates. 

� �� Compared to the other two technologies, the performance potential 

of adaptive low-emissivity coatings is relatively low. Its effect appears 

to be almost insensitive to the façade orientation. 

This study also led to a couple of limita tions that are worth to be mentioned. 

For example, the potential co-benefits of having switchable properties in 

multiple parts of the solar spectrum was not investigated. It is expected, 

however, that independent control of transmitted visible and non-visible 

solar energy can lead to extra advantag es for low-energy building operation 

with high indoor environmental quality. This study only assessed two states 

per switchable window type, at the end po ints of the dynamic range. It would 

be interesting to analyze if adding the option for switching to intermediate 

states would lead to different conclusions. Although it is known that the 
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chosen window control strategy can have a significant influence on the 

performance of switchable glazing, on ly a limited number of options were 

examined here.  
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7 

Concluding remarks 

 

 

 

 

 

 

 

 

7.1�� Conclusions 

Driven by the need to reduce the nega tive environmental impact of building 

energy use, and motivated by the business opportunities that arise from 

providing spaces with superior indoor  environmental quality, there is 

currently a rapid transition towards more sustainability in the built 

environment. In light of these developments, adaptive façades have been 

identified as a promising design so lution, because their application can 

enable high energy performance without compromising indoor comfort 

conditions. To further support the development and adoption of high-

performance adaptive façade systems, there is a need for tools and 

methodologies that can be used to facilitate informed decision-making in the 

R&D process of innovative adaptive façade materials and technologies. 

Through literature review and initial simulation studies, it was identified in 

Chapter 2 and Chapter 3 that currently available building performance 
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simulation software and workflow s have a number of important 

shortcomings that limit their usabil ity in the context of buildings with 

adaptable façade properties. The main ai m of the research presented in this 

thesis was therefore to develop, test and evaluate computational approaches 

that can be used to support design analysis and performance-based design 

space exploration in the development process of innovative adaptable 

building envelope components and concepts.  

This dissertation ha s addressed four objectives th at are directly related to 

this research aim: 

� �� To develop an effective modeling  and simulation strategy for 

integrated performance prediction  of buildings with time-varying 

building shell properties. 

� �� To develop and test a computational approach, based on simulation 

and optimization techniques, that is capable of exploring the 

performance potential/limits  of adaptive façades. 

� �� To illustrate, on a case study basis, how this approach can be used to 

identify high-potential, i.e. high-performance, low-complexity, 

directions for future ad aptive façade concepts. 

� �� To better understand the causal relationships between adaptability 

of building shell parameters and performance (energy and comfort) 

in a number of demonstration examples. 

As a first step in this process, the requirements that are characteristic for 

performance prediction and optimization  of buildings with adaptive façades 

were identified. It was found that special attention needs to be paid to 

adequately incorporating time-varying façade properties and dynamic 

thermal energy storage effects into the simulation models. In addition, when 

predicting the performance of high-perfo rmance façades, there is a need for 

computational approaches that can simultaneously take into account the 

interactions and trade-offs between thermal and daylight domains. A third 

important requirement in the present context is the necessity to consider 

advanced control strategies because of the tight coupling between design 

and operational aspects, and the fact that different levels of control 

complexity would lead to different optimal solutions. 

In response to these requirements, a simulation toolchain was developed 

using the building energy simulation program ESP-r and the three-phase 
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simulation approach in Radiance for dynamic daylight predictions. A co-

simulation implementation using the building controls virtual test bed 

(BCVTB) was set up to enable on-the-fly coupling between the models in 

these two software environments. The possibility to incorporate time-

varying façade construction properties was achieved by extending the 

thermophysical property substitution feature that was implemented by 

MacQueen [1997]. In this way, a flexib le yet accurate method of simulating 

dynamic thermophysical façade properties was established. 

An important element of this study is the idea to formulate the design 

exploration process of adaptable buil ding envelopes as an optimization 

problem. The fact that adaptive façades change over time makes this study 

quite different from conventional design optimization studies, because it is 

not just one façade configuration, bu t a whole sequence of time varying 

system states (i.e. façade properties) that needs to be considered in the 

optimization. In this thesis, this cha llenging task was addressed through the 

development of an offline receding-h orizon model-based control strategy. 

This approach contains two instance s of the BPS models; one model is a 

virtual representation of the real building, and the other model is used inside 

the simulated control system to evalua te the performance of various façade 

adaptation strategies. This whole pr ocess was coordinated using Matlab. A 

genetic algorithm was used to efficiently navigate through the large search 

space of façade adaptation strategies, while an approach for explicit state 

initialization was develope d to avoid the significant computational overhead 

that would occur in the repeated wa rm-up phases of the simulations. 

Two case studies were presented to illu strate the usability of the tool chain 

in different application areas. 

The first case study was set up to quantify the performance potential of 

future-oriented adaptive façade systems that can simultaneously change 

both thermophysical and optical ma terial properties. The façade was 

subdivided into a grid of elements with individually controllable façade 

properties to provide insights into performance trends and dynamic spatial 

effects of adaptive façades in an abstract but generic way. Through an 

analysis of optimized solutions, it was found that the toolchain leads to 

meaningful results that match well with principles known from building 

physics and other results published in literature. Based on this positive 

confirmation, the results were then  further analyzed to suggest R&D 

pathways in materials science that could be pursued in the coming years to 
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bring the identified high-performance adaptive façade systems within reach 

of façade designers. 

The second case study focused on spectrally selective switchable glazing 

systems with adaptive properties in different parts of the electromagnetic 

spectrum. Multiple window-to-wall ratios , façade orientations and climatic 

conditions were investigated to evalua te the performance of the fenestration 

system in different scenarios. The results from this demonstration example 

showed how different glazing types ca n be developed to meet the specific 

requirements of different building type s and boundary conditions. As such, it 

could be illustrated that it is not always  necessary to have the widest adaption 

range possible, but that tailored soluti ons can lead to similar performance at 

much lower complexity. It was found that the toolchain that is developed in 

this thesis is a useful instrument fo r providing decision support in settings 

where such complex problems are being addressed. 

7.2�� Limitations  

During the development of the toolchai n, many decisions about the structure 

of the models and inter-process commu nication between the models had to 

be made. Although these decisions were always based on careful analysis of 

the advantages and drawbacks of state-of-the-art options, it was not always 

possible to verify that they would lead to the most desirable result. In other 

words, even though the case studie s demonstrated several advantageous 

characteristics of the simulation approach, it is not possible to claim with 

confidence that the approach to simula tion and optimization taken here is 

the most effective or efficient. 

For example, the toolchain contains a considerable number of simulation 

parameters (e.g. simulation time step) and optimization settings (e.g. length 

of optimization horizon) that can be tuned by the user. It has been observed 

that setting these user-defined variables appropriately is very important, 

because implementing incorrect settings can lead to sub-optimal results, 

thereby jeopardizing the effectiveness of the toolchain. Despite this 

importance, due to limited resources,  it was not possible to carry out a 

systematic study that would allow advice to be provided to the end user on 

how to select robust simulation settings. It is also worth noting that many of 

these settings are very ca se-specific (e.g. the length of the optimization 

horizon should be chosen in accordance  with the thermal time constant of 
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the building), which makes it difficult  to arrive at generally applicable 

guidelines.  

The optimization method that is currently implemented in the toolchain is 

based on genetic algorithms (GA). GAs ar e the preferred method of choice for 

providing optimal solutions in many multi-criteria building performance 

problems, and, also in this study, it was found that they can work well. This 

kind of meta-heuristic algorithm, ho wever, also introduces an important 

limitation in the context of the present work. When using GAs, it is not 

possible to guarantee that the best desi gn solutions, as identified by the 

algorithm, are actually global optimum solutions. This is not a serious issue 

when one is interested in quantifying the performance potential (e.g. energy-

saving or comfort improvement) of a certain adaptive façade technology. 

However, in many cases, it is also interesting to gain an in-depth 

understanding of which design paramete rs and façade adaptation strategies 

are responsible for the prospective high performance. In such circumstances, 

it is important that a certain level of consistency can be identified in the 

optimized results. When this consistency is missing, it is very difficult to 

distinguish random artefacts of the optimization algorithm (e.g. due to 

finding local instead of global optima) from meaningful differences that are 

actually driving the parameter search. Because of this difficulty, it can 

become highly problematic to discern patterns, and to identify optimal 

designs for adaptive façades. Several cases with inconsistencies in optimal 

façade properties were found in this  study. These inconsistencies can be 

partly attributed to the intrinsic complexity of the optimization problem and 

to the fact that the fitness landscape is rather flat, but they are also partly due 

to the local optima that are found by the GA. Various measures such as soft 

constraints and careful selection of th e bounds of the design option space 

were implemented to eliminate the negati ve consequences of this effect as 

much as possible. Nevertheless, it was not possible within the limitations of 

this thesis to test whether different op timization algorithms of the same type 

(e.g. particle swarm optimization), or al gorithms of a different category (e.g. 

deterministic algorithms or gradient-bas ed algorithms) could possibly lead to 

more consistency in the results. Conseq uently, there is a need for comparison 

studies that test the relative effectiven ess of optimization algorithms in the 

context of adaptive façades. 

It has been demonstrated in this thesis that formulating the design space 

exploration of adaptive façade system s in the form of an optimization 

problem can be a very powerful approach . Nevertheless, there are also points 

of attention, arising from the fact that solving the optimization problem at 
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every n time steps of the simulation dras tically increases the computational 

time that is needed to arrive at opti mal or near-optimal solutions. Possible 

ways to reduce computation time are through parallel computing, or by 

improving the search efficiency of optimi zation algorithms. Here it is argued 

that there are also applic ation-specific elements in which knowledge of the 

optimization problem at hand can be exploited to make the search process 

more efficient. For instance, adaptation periods could have a variable length, 

to allow for frequent transitions of façade properties at times when there are 

more dynamics in the environment (e.g. when direct sunlight is incident on 

the façade), but with a lower degree of adaptability under stable boundary 

conditions (e.g. during nighttime). In addition, the idea of using pattern 

recognition could be explored. Using this approach, the façade control 

intelligence could detect certain trends or characteristic periods in IEQ 

requirements and environmental boundary conditions. Based on this 

information, valuable computation time can be saved by using an archive or 

look-up table function to retrieve hi gh-performance façade sequences that 

have proven to work well for similar conditions in the past. Comparable 

approaches have already been demonstrated for control of HVAC systems 

[Coffey 2013], and it is expected that this knowledge can also be transferred 

to the domain of adaptive façades. In the current implementation, a high-

resolution ESP-r model is used to assess the performance of different 

proposed façade sequences inside the virtual controller. It would be 

worthwhile to investigate if simplified  or data-driven models (e.g. grey-box 

models) could be used instead of the high-resolution first-principles based 

model to reduce computation time without significant loss of prediction 

quality. 

In Chapter 1, it was identified that high-potential adaptive façade systems are 

the ones that combine high performance with relatively low complexity in 

terms of e.g. the number of adaptive  vs. fixed design variables, their 

modulation range (i.e. high and low value of adaptive design variables) and 

corresponding adaptation frequency. Using the case of switchable glazing as 

an example, Chapter 6 subsequently demonstrated how the developed 

toolchain can help designers and product developers to quantify the 

prevailing trade-offs between perf ormance and complexity of façade 

systems, thereby enabling them to make informed decisions that can lead to 

desired outcomes. By means of this de monstration, only a fraction of the 

possibilities of how the toolchain coul d be used for taming complexity were 

addressed. Many other possibilities were left unexplored, but the toolchain 
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has been developed in such a way that it can be used to help answering the 

following questions: 

� �� What is the relationship between sp atial resolution (e.g. the number 

of adaptable façade elements) and façade performance? 

� �� Do different façade orientations (e .g. north, no direct sun vs. sun-

exposed façades) and preferences for performance criteria (e.g. 

different scenarios for glare percepti on, multiple occupants) lead to 

different optimal façade solutions? 

� �� Is there a critical minimum adaptation frequency to achieve certain 

performance targets with different design variables? Does this 

frequency differ for buildings with low and high thermal mass? 

� �� What is the loss in performance when the façade is changing its 

configuration on a less frequent basis? 

� �� Should this frequency be constant throughout the year, or can we 

identify periods where less frequent transitions would lead to the 

same performance?  

7.3�� Future research 

While developing, implementing and testing the functionality of the toolchain 

for performance optimization of adapti ve façades, this study has opened up 

various promising directions for fu ture research. On one hand, these 

suggestions for further work focus on broadening the scope and application 

domain of the toolchain. On the other hand, they refer to the integration of 

knowledge or methodologies from adjace nt research disciplines to further 

enhance the potential added value of the approach. 

The performance of adaptive façades has so far been analyzed for a relatively 

small number of performance indicators, mostly related to energy efficiency 

and thermal and visual comfort. It is ex pected that the application of adaptive 

façades in buildings can lead to a number of other benefits, such as cost-

reductions due to smaller installed ca pacity of HVAC systems, increased 

robustness/resilience with respect to un expected events (e.g. heatwaves or 

persistent changes in building usage), or synergistic interactions with other 

building services. The toolchain that has been developed in this thesis has all 
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the capabilities to become a useful asset in future studies that quantify such 

effects for various stakeholders. In doin g so, it would be worthwhile to make 

the toolchain part of a larger virtual test environment that also contains the 

necessary elements for extensive uncertainty propagation (e.g. weather 

variability and occupant behavior) and sens itivity analysis studies. It might be 

wise to further develop de dicated methodologies such as dynamic sensitivity 

analysis [Loonen and Hensen 2013], or to adjust existing approaches, to take 

full advantage of the intrinsic value of these advanced computational support 

tools in the context of adaptive façades. 

The application potential of the work presented in this thesis could be 

broadened by adapting it in such a way that additional façade technologies 

can also be included. It would, for example, be interesting to extend its use 

towards onsite harvesting of renewable energy (e.g. façade-integrated PV or 

solar thermal), or to include controlled use of façade openings to optimize 

the design of natural ventilation and night-time ventilative cooling. There is 

also potential for incorporating interi or slabs with adaptable thermal storage 

[Hoes and Hensen 2016]. 

By embedding the simulation programs in a receding time horizon control 

framework, this research has established a thorough coupling between the 

design and control aspects that determine the performance of adaptive 

façades. Advanced, optimization-based  control sequences were considered 

to evaluate how the operation of the façade plays a defining role in identifying 

optimal adaptive façade properties. All the analyses have targeted the 

product development and/or façade desi gn phase, prior to the building’s 

operation. The actual control of adapti ve façade systems when the building 

is in use was beyond the scope of this  study. Nevertheless, it seems possible 

to use the tools and methods of this study to support the operational phase 

of buildings with adaptive façades. For example, the receding horizon 

approach could be integrated into a real-time simulation-assisted control 

framework, similar to the work descri bed by e.g. Clarke et al. [2002] and 

Xiong and Tzempelikos [2016]. As indicate d by e.g. Favoino et al. [2017], the 

ability to use a digital twin [Boschert and Rosen 2016] of an adaptive façade 

system can be very beneficial for supporting complex decision-making 

during operation. Another option woul d be to use the simulation framework 

to extract control rules that can be implemented in a conventional building 

management system [May-Ostendorp et al. 2013]. 

In a wider sense, it would be profitable to apply the toolchain developed in 

this work to further investigate and improve the mutual interaction between 
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adaptive façades and building occupa nts. The developed toolchain can be 

used to investigate the impact of user influence (e.g. control override actions) 

on adaptive façades and in turn support  the development of interfaces that 

enable a better human-façade interact ion experience. Moreover, instead of 

using the toolchain to quantify how adaptive façades can minimize the 

occurrence of discomfort compared to ot her façade solutions, there is also 

scope for increased use of simulation-b ased research to further explore how 

adaptive façades can lead to increased occupant satisfaction, wellbeing and 

productivity [Loonen et al. 2015]. 

Researchers in the field of flexible systems engineering have developed a 

range of design support tools that can be used to appraise the sustained value 

of reconfigurable or adaptive systems over their entire lifecycle [Cardin 2013]. 

Furthermore, these tools can be used to  systematically evaluate the relative 

influence of adaptive vs. fixed design variables, and to prioritize which 

variables should be changeable in op eration. Notable examples include 

epoch-era analysis with Pareto trace [Fitzgerald and Ross 2012], selection-

integrated optimization [Khire and Messac 2008] and time-expanded 

decision networks [Silver and de Weck 2007]. Thus far, these methodologies 

have mostly been applied for e.g. automotive and aerospace applications, and 

to improve the design of manufacturing systems. Because of the many 

similarities with adaptive façades, it  would be interesting to transfer such 

methodologies to the domain of buildi ng engineering. The neighboring field 

of multi-criteria decision-making coul d also provide interesting connection 

points to further enrich design support  for adaptive façades. It would, for 

example, be interesting to process the outcomes of the toolchain using post-

optimization analysis [Brownlee and Wright 2012], visualization [Chichakly 

and Eppstein 2013], and data-mining approaches [Bandaru et al. 2017] as a 

step forward in reaching a better unde rstanding of the causal relationships 

between adaptive façade design and performance. 

The toolchain that is presented in this thesis is developed using the building 

energy simulation tool ESP-r. Severa l decisions about the design of the 

toolchain were made in response to specific characteristics in terms of 

structure and algorithms of the program. ESP-r is a legacy simulation 

program. It is a robust tool that is ev olving on top of many thousands of man-

hours of software development and testing. The core of ESP-r was developed 

in the 1970s and has remained largely unchanged since then. As a result, there 

are some archaic features in the program (e.g. need for recompilation, and 

the relatively monolithic code structure)  that limit the flexibility and options 

for versatile use of the toolchain. Mo dern scripting and modeling languages 
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such as Python and Modelica offer a number of advantages that would enable 

scalability, modular extension of capa bilities, options for interfacing with 

external software (e.g. through functi onal mock-up units) and user-friendly 

access to advanced simulation settings [N ouidui et al. 2012; Wetter 2009]. It 

is expected that the lessons that have been learned during the development 

of the present toolchain can provide a valuable starting point for the 

implementation of a similar workflow in another software environment, or in 

a hybrid fashion, combining the strengths of both approaches. 
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1.  Neither truly passive designs nor building strategies that rely only on 
active systems to provide occupant co mfort can solve all of the challenges 
necessary to achieve a sustainable bu ilt environment. Building elements 
that can respond to their environment by controlled adaptation to interior 
and exterior conditions unite the ben efits of both approaches and are 
therefore a more promising way forward. <This dissertation>  

2.  Innovative adaptive façade syst ems can push the envelope of building 
performance by outperforming the bes t possible building envelope with 
fixed properties. These adaptive façade systems provide new windows of 
opportunity for high-performance building design and operation. <This 
dissertation> 

3.  Fifteen years ago, Selkowitz et al . remarked that “Delivering dynamic, 
responsive control of solar gain and gl are, but permitting daylight use, is 
still the holy grail of façade tech nology”; this is still the case. <Selkowitz et 
al., 2003* and this dissertation (2018)> 

4.  ‘In silico’ research can provide insights that are impossible to obtain with 
physical experiments and is therefore a valuable method in product 
development of innovative bu ilding envelope components. <This 
dissertation>  

5.  Researchers who use and develop le gacy simulation software are in the 
fortunate position to be standing on the shoulders of giants. This offers 
protection, while making it easy to rise fast and reach great heights. These 
heirs, however, should be aware that giants have not been storied for their 
accomplishments in software documentation and that some of the 
methods they are using were state-of-the-art in a different era. 
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