Influence of Turbulence Model on Thermal Plume in Indoor Air Flow Simulation
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Abstract
The paper deals with CFD modeling of heat sources in indoor environment and with the influence of turbulence model on the results of simulation. Simulations with a model of seated occupant acting as an indoor heat source were performed using various turbulence models. Air temperature distribution above a seated thermal manikin was measured using a thermal imaging camera. The results of simulations and experiment were mutually compared. The study indicates which turbulence models can be recommended for related types of applications.
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1. Introduction

Heat sources are very common in most indoor environments. They have an impact on indoor airflow as they generate thermal plumes – warm convective currents driven upwards by buoyancy forces. Thermal plumes can significantly influence air flow distribution indoors as well as indoor environment quality, possibly in a negative way [1–3]. Therefore, heat sources should be accurately incorporated in CFD simulations in order to simulate the indoor air flow and environment properly. CFD simulations can contribute to a more effective removal of heat gains from the indoor heat sources and consequently to a lower energy consumption of ventilation and air-conditioning systems.

An important part of CFD method is the modeling of turbulence. The selection of turbulence model can have a significant influence on CFD simulation results. In the current study we compare results from CFD simulations of buoyant air flow based on different types of two-equations turbulence models.

The results of simulations are also compared to the measurements by a thermal imaging camera, because just the inter-model comparison cannot indicate which turbulence model gives more realistic results. The study indicates which of the used turbulence models can be recommended for
related types of applications. This model will be used in a new approach to simplify models of heat sources, which is described elsewhere [4].

2. Turbulence Modeling in Indoor Airflow Simulations

Selection of the method to approximate turbulent processes of fluid flow is a very important part of CFD simulations. There are several approaches to deal with turbulence; they differ in complexity and accuracy [5].

The most computationally demanding is the direct numerical simulation (DNS method), in which the Navier-Stokes equations are numerically solved for instantaneous quantities. Close to this approach is the Large Eddy Simulation (LES method) which directly solves the large-scale turbulent motion (large eddies) and approximates the turbulent transport which occurs in small-scale eddies. Both methods are generally very accurate, but it is cumbersome to use them in solving more complex cases due to their high demand for computational power.

Reynolds decomposition and averaging of Navier-Stokes equations (RANS method) is a very usual approach to deal with turbulence in engineering applications. Only average flow quantities are solved directly and the effect of turbulent fluctuations is approximated on the basis of turbulence models. The accuracy of this method is lower than that of DNS or LES approaches, but the demand for computational resources is considerably reduced. The RANS method is usually sufficient in the CFD simulations for environmental engineering applications, as we are interested mainly in the prediction of mean flow and there is no interest in very detailed and accurate solution of turbulent processes.

A number of turbulence models have been developed for the RANS method. Commonly used models are summarized for instance by Zhai et al. [5]. In environmental engineering, the most frequently used turbulence models are the two-equation models such as $k$-$\varepsilon$ and $k$-$\omega$; therefore these models were used for comparison in this study.

The standard $k$-$\varepsilon$ model (herein after referred to as $k$-$\varepsilon$ Standard) was proposed by Launder and Spalding [6] and it is suitable for flows at higher values of turbulent Reynolds numbers. Turbulence model according to Yakhot and Orszag [7] ($k$-$\varepsilon$ RNG) gives slightly better results when simulating air flow in enclosed spaces. Turbulence model by Shih et al. [8] ($k$-$\varepsilon$ Realizable) is suitable for approximating of turbulence in the environment with swirling flows, buoyancy flows and flows involving separation [5].

The model developed by Wilcox [9] ($k$-$\omega$ Standard) shows higher accuracy for turbulent flow near the wall with adverse pressure gradient. However, it is less robust in the areas of wakes and in the case of flow without effect of shear stress on the wall [5].

For the simulations in environmental engineering it is always necessary to consider the problem on hand as there is no universal model of turbulence.
Therefore, several simulations of thermal manikin acting as a heat source in an enclosed room were elaborated using different two-equations turbulence models. The results were mutually compared in order to determine the most appropriate model of turbulence for related types of applications.

3. Heat Source Model Geometry

We used a model of sitting thermal manikin as an example of heat source generating thermal plume in indoor environment. The selection of such exemplar was based on the fact that occupants are usually present in most indoor environments and it is not possible to effectively reduce their heat output. Moreover, their relative contribution to the total heat gains in various buildings is rising [3].

The computational model of thermal manikin resembling a sitting occupant is a detailed copy of metal thermal manikin assembled by Koiš [10] according to the previous prototype of the Centre for Indoor Environment and Energy at DTU in Lyngby, Denmark. The geometry of the manikin differs from the shape of a human body, see Fig. 1. However, such simplified models of occupants are frequently used in indoor environmental studies. Previous experiments of Zukowska et al. [11] indicated that simplification of thermal manikin geometry such as that used by Koiš (regarding the shape of human body) should not significantly affect the character of thermal plume formed above the manikin.

The manikin was placed in the middle of an enclosed room with the floor dimensions 4.5 m × 4.5 m and ceiling height of 3 m. The room dimensions and no obstacles around the manikin provided enough space for the thermal plume to develop sufficiently. The same dimensions of an enclosure used Borges et al. [12] in their experiments focused on thermal plume above a human body.

Fig. 1 Model of thermal manikin
4. Boundary Conditions and Other Simulation Parameters

CFD simulations were solved with the CFD software Fluent 6.3 using four different two-equation turbulence models: $k-\varepsilon$ Standard, $k-\varepsilon$ RNG, $k-\varepsilon$ Realizable and $k-\omega$ Standard. All the turbulence models were applied in the mode without wall functions, which implies that the flow near the walls is solved without further approximations. On the other hand, the boundary layer mesh must be sufficiently fine to obtain reasonably accurate results.

The computational domain was meshed with orthogonal grid, only the areas with more complex geometry (close to the manikin) were meshed by tetrahedral and prismatic cells. The model of thermal manikin was surrounded by cells with edge dimension of 12.5 mm, which were followed up by cells with edge dimension of 25 mm and in more distant areas by cells with edge dimension of 50 mm which filled the remaining volume of the modeled room. The computational mesh was refined in the close vicinity of the thermal manikin surface in order to simulate heat transfer by convection properly. Dimensionless wall distance $y^+$ was less than 5 for the first five cell layers next to the manikin surface. The computational mesh was refined also in the close vicinity of the walls of the room.

The boundary conditions at the thermal manikin surface were considered as constant. The uniform heat flux from the surface was set to 57.3 W/m$^2$, which gives the total sensible heat output of 90 W. The boundary conditions on the walls were identical for all the simulations in order to enable mutual comparison of the results. The surface temperature of the room walls was set to 19 °C, their emissivity was 0.94 and the emissivity of the thermal manikin surface was 0.98. Heat radiation was simulated using the surface-to-surface (S2S) model [13].

The air flow was treated as unsteady and non-isothermal with the influence of thermal expansion but without effects of compressibility (so called Boussinesq approximation). The Body Force Weighted scheme was chosen for the discretization of pressure equation as it is recommended for solving buoyancy driven flows [13]. The convective terms in the solved equations were approximated using the second order upwind scheme. The pressure and velocity fields were coupled by the SIMPLE algorithm. The residuals reached within each simulation time step were in the order of magnitude of $10^{-5}$ or lower.

All the computational cases were evaluated in the same manner. They were simulated for a start-up period of 480 s after which the flow was considered as fully formed and the results were then recorded for further 120 s of simulated time with the time step of 1 s. The outcome of each simulation were 120 data files. The values of temperature, velocity and turbulence parameters were recorded at appropriate points. The final profiles of temperature, velocity and turbulence parameters were averaged over the time of 120 s.
5. **Measurements by Thermal Imaging Camera**

Air temperature distribution in the thermal plume was measured by a thermal imaging camera and compared with the simulations in order to indicate which turbulence model gives more realistic results. The set up of the experiment is shown in Fig. 2.

The metal thermal manikin was positioned in an enclosed experimental room with the ceiling height of 3 m, same as the height of the room modeled in CFD simulations. The floor dimensions of the experimental room 4 m × 8 m were different from the floor dimensions of the room in CFD simulations (4.5 m × 4.5 m). However, this difference should not affect the results of the experiment as the floor dimensions should not significantly affect lateral spreading of the thermal plume above thermal manikin.

Ambient temperature in the experimental room was 20.5 °C. Thermal manikin was heated up from inside by four light bulbs (placed inside its head, body and each leg), the heat was evenly distributed by forced flow from a fan placed inside the manikin. Total heat output of the manikin was 91 W.

A sheet of plain paper was stretched above the center of manikin’s head. The temperature field was continuously transferred from the thermal plume to the paper by convection. Thermal images of the paper surface were recorded using the infrared camera Flir T620 at 1 Hz sampling rate for the total period of 120 s. The time-averaged horizontal temperature profiles were then evaluated at seven different heights above the manikin’s head.

![Fig. 2 Experimental chamber with thermal manikin](image)
6. Comparison of Results with Different Turbulence Models

Velocity and temperature profiles in the thermal plume above the thermal manikin, simulated with different turbulence models, are compared in Fig. 3 and Fig. 4. The profiles are presented at different heights in vertical plane $x$-$y$ (front view) intersecting the center of the thermal manikin.

Fig. 3 Velocity profiles in vertical plane $x$-$y$, height $y = 0.975$ m (lower) and $y = 1.975$ m (upper)

Fig. 4 Temperature profiles in vertical plane $x$-$y$, height $y = 1.975$ m
The velocity and temperature profiles obtained from the simulations with all kinds of $k$-$\varepsilon$ turbulence models are very close to each other. On the other hand, they are very different from the outputs of simulation with the $k$-$\omega$ Standard model, which predicts much higher velocities and temperatures in the thermal plume axis. Their magnitudes also decrease slower with the increasing height than in the case of $k$-$\varepsilon$ turbulence models.

Although the simulation results based on $k$-$\varepsilon$ turbulence models are very similar, they are not identical. The most different results were obtained using the $k$-$\varepsilon$ Standard model, in particular at higher levels above the heat source. The thermal plume in this case spreads more rapidly and its maximum velocity at higher levels is lower than in the case of other $k$-$\varepsilon$ turbulence models.

The velocity profile simulated with the $k$-$\varepsilon$ RNG model shows some asymmetry for the reasons that are not clear yet, see Fig. 3 ($y = 1.975$ m). One of the reasons could be slower oscillation or bigger amplitude of thermal plume wandering in the case with the $k$-$\varepsilon$ RNG model. Another possible reason could be tendency of thermal plume to permanently deviate from its axis to one side. These asymmetries have been noticed also in experiments published by other authors [14].

![Fig. 5 Turbulence kinetic energy profiles in plane $x$-$y$, $y = 0.975$ m (lower), $y = 1.975$ m (upper)](image-url)
Fig. 5 compares the profiles of turbulence kinetic energy $k$ as simulated with all the turbulence models. It indicates possible reasons for different behavior of the thermal plume when using different turbulence models. The higher is turbulence kinetic energy $k$ the higher is intensity of turbulent mixing in air flow and the higher is the spreading rate of the thermal plume.

It is apparent that the $k$-$\varepsilon$ Standard model produces thermal plume with the highest turbulence intensity which causes the highest spreading rate of the thermal plume. On the other hand, the $k$-$\omega$ Standard model shows the lowest values of $k$ among all the turbulence models. Thermal plume in this case is thus much narrower than in the simulations with $k$-$\varepsilon$ models.

7. Comparison of Simulations with Measurements

Temperature profiles obtained from the simulations were also compared with the experimental measurement by thermal imaging camera. For this comparison, it was necessary to use non-dimensional temperature profiles, because the ambient temperatures in the experiment and in the CFD simulations were different. Fig. 6 presents the non-dimensional profiles of air temperature defined at given height above the heat source as:

$$\frac{\Delta T}{\Delta T_{max}} = \frac{T(x) - T_{amb}}{T_{max} - T_{amb}} \tag{1}$$

where:

$T(x)$ is the temperature at the distance $x$ from the vertical axis $y$;

$T_{max}$ is the maximum temperature in the plume at the given height;

$T_{amb}$ is the ambient temperature.

From the comparison shown in Fig. 6 it follows that the results of simulations with all kinds of $k$-$\varepsilon$ turbulence models are in a reasonable agreement with the measurements, although at higher positions above the heat source, all the simulated temperature profiles are less flat (or less spread) than those which were measured.

The closest to the experimental data are the temperature profiles simulated with the $k$-$\varepsilon$ Standard model of turbulence. On the other hand, the temperature profile simulated with the $k$-$\omega$ Standard turbulence model was the most different from the measured one, being significantly narrower than the measured one.
8. Conclusion

The study was focused on the influence of turbulence models on the formation of thermal plumes in CFD simulations of indoor air flow. The results from all the simulations were compared mutually and also with the measured temperature profiles.

The choice of a particular turbulence model affects the turbulent mixing and consequently the spreading rate of thermal plume, the horizontal velocity and temperature profiles and also the decay of the maximum velocity or the maximum temperature along the vertical distance from the heat source.

The turbulence models of \( k-\varepsilon \) type are much more appropriate for the simulation of thermal plumes, than the \( k-\omega \) Standard model, which significantly underestimated turbulent mixing in the thermal plume and produced results which were too different from the measurements.

The \( k-\varepsilon \) Simple turbulence model produced results which showed the best agreement with the thermal imaging experiment. The use of this turbulent model can be recommended for the related type of applications, i.e. simulations focused on thermal plumes above indoor heat sources.
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