ABSTRACT
This paper’s contribution is to increase the ability to predict the impact of design variables using statistical sensitivity analysis on top of building performance simulation (BPS), and based on this find Pareto optimal solutions. To perform the optimisation an evolutionary multi-objective optimisation algorithm (SMS-EMOA) was equipped with robustness estimation/uncertainty handling. To allow the optimisation under uncertainty, Kriging metamodels are used. The design optimisation of an office building located in the Netherlands serves to validate the method. The building is an ideal case study as it combines spatial flexibility (in terms of the office layout) and function.

INTRODUCTION
The building industry in contrast to other industries (e.g., car or ship industry) is very traditional. Rarely are building prototypes tried and tested before manufacturing. Almost all buildings are unique, thereby excluding mass production. Nevertheless, during the design process a great number of decisions need to be taken. Typical design assessment criteria are spatial flexibility, energy efficiency, environmental impact as well as thermal and visual comfort, and productivity amongst others. The design decisions taken are often suboptimal because not all consequences are studied. The reasons can be insufficient knowledge of the consequences (i.e. uncertainty) but also insufficient knowledge of the use of the object (i.e. unknowns). This has a large consequence over time as the variations due to different building occupants, climate change, etc. are significant. As a consequence, we face uncertainty in climate, occupant behavior, building operation, which increases the complexity of the tools and methods needed to support design decisions. It is therefore necessary to constantly be aware of this complexity and improve our ability to predict the impact of changes and the consequences (e.g. risks) that may result. In doing so, the level of quality assurance of simulation results need to be increased.

Robust design optimisation or optimisation under uncertainty becomes increasingly important as multiple sources of uncertainties can be defined (Hopfe and Hensen, 2011). It is of major importance to achieve solutions that are not only fulfilling the requirements with respect to performance (i.e., energy and comfort) but that also perform well under variations due to uncertainties. Solutions embedding those variations caused by uncertainty are defined as ‘robust optimum solutions’ and lead to a robust design.

Maystre et al. (1994) define robustness analysis as a method that “tries to determine the variation domain of some parameters in which the sorting of solutions or the choice of a solution remains stable.” Early attempts in looking for robust design solutions trace back to Taguchi who was using design of experiments (DoE) to evaluate different designs (1989). However, as stated in Schueller and Jensen (2008) this method lacks the benefit of optimisation efficiency and does not tackle the issue of uncertainty.

Sources of uncertainty in optimisation can be divided into four main groups (Kruisselbrink, 2008):
1. Uncertainties in design variables.
2. Uncertainties in environmental parameters.
3. Uncertainties due to noise in the output.
4. Uncertainties due to vagueness of constraints.

Furthermore we can split the determination for stating/predicting the robustness of a solution in three categories (Hopfe, 2009):
1. Using sampling methods as Monte Carlo or space filling designs such as Latin-hypercube sampling.
2. Using gradients to achieve an approximation for the optimisation function by, e.g., Taylor-series.
3. Using previous evaluations by employing metamodels and estimating the robustness (this technique can be combined with 1 and 2).

A metamodel (or surrogate) is a function of the design variables that emulates functions based on expensive computer models and thereby approximates the objective function (Sacks et al. 1989). Here, it will be utilized to quickly assess the robustness for a given design point. Metamodels are built from the information gathered in previous evaluations of the objective functions. They are beneficial, because they are much faster to evaluate than the original function. Common metamodelling techniques are Kriging models (Kruisselbrink et al., 2010; Sacks et al. 1989, El Bethagy et al. 1999,
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Although manufacturing errors and measurements errors may be within an acceptable range, they can have a great influence on the characteristics of the building. Some minor deviations in the input variables of a system may result in great deviations in the objective function values. The goal of robust optimisation is not only to optimize the objectives based on deterministic inputs, but also to take care of deviations of objective function values caused by small or large changes or fluctuations in the input variables. For multi-objective optimisation, this means that instead of looking for the global non-robust Pareto front, one is looking for the global robust Pareto front.

Without metamodels, the number of simulation runs in an optimisation is the number of optimizer iterations, the number of evaluations per iteration multiplied with the number of Monte Carlo or Latin hypercube samples. With the use of Kriging metamodels the number of runs is reduced to the seeding runs and extra runs for online adaptation of the metamodel. Using this approach, the total number of runs is reduced to a small percentage (5% to 20%) of those otherwise required by the original algorithm. The paper is structured as follows: In the initial section we discuss the relationship between robustness and optimisation. Thereafter, metamodeling techniques are introduced, followed by a detailed description of the robust multi-criteria optimisation algorithm. A case study addressing a test problem and a real world design problem will be introduced, and results of the optimisation will be assessed.

**ROBUSTNESS AND OPTIMISATION**

Many real-world optimisation problems are subject to uncertainties and noise. These uncertainties and noise are caused by manufacturing errors, measurement errors and external factors, e.g. the unpredictability of weather changes. The uncertainties emerge in different parts of the optimisation process. This makes it necessary to make a distinction between these different sources of uncertainties. 

Consider two design variables $x_1$ and $x_2$ and two objectives $f_1$ and $f_2$. The grey areas around the points in the $x_1$ and $x_2$ diagram represent the uncertainty of the design variables. Labels A and B connect the two objects with their corresponding objective function values. In this case, B has fewer declines regarding the average performance than A. If one thinks of an
imaginary Pareto front through the points (black dots) in the $f_1$ and $f_2$ diagram and thinks of another one though the worst-case points, one can see a shift in the direction of the upper right corner of the robust Pareto front. However, the domination of the two objects does not change in this case. Objective function vectors of the uncertainty sets A and B are mutually incomparable. It might be that a non-dominated object in the Pareto front is dominated by another object in the robust Pareto front. In this case, this object is not of much interest anymore and is possibly replaced by a non-dominated solution.

**Figure 2** Quality-stability trade off in robust two-dimensional optimisation.

Figure 2 demonstrates the case. There is a considerable chance that either B or C gets dominated in the robust Pareto front. Two different main methods can be used to achieve robustness in the solutions (Deb & Gupta, 2006). The first method replaces the objective function with a mean effective function. Instead of choosing a best solution for the next generations an average solution is chosen. For this method it is required to have access to the objective function. The second method calculates a normalized difference between $f$ and the perturbed function value $f_p$.

**Figure 3** Pareto front shift.

In this paper a variant of the first method is proposed. Around a solution $x_201$ perturbations are generated. This number is based on Breesch (2004), who suggests that the number of simulations should be 1.5 times the number of input variables taken into consideration in order to achieve reliable results. The initial setup contains more than 130 parameters. The objective function value is obtained for each perturbation and the worst solution, which is used to indicate a robust solution, is selected.

**METAMODELS**

The meta-model or surrogate is a function of the design variables that approximates the objective function, thus, helping in fast assessing the robustness. Meta-models are built from the information gathered in previous evaluations of the objective functions. Meta-models are beneficial, because whenever applied they are much faster to evaluate than the original function. Some examples of techniques are, e.g., Kriging models (Kleijnen and Beers, 2004), neural networks (Badiru and Sieger, 1998), and response surface methodology (Ng et al., 2008). Kriging models in this research are used in conjunction with a sampler to generate an initial response surface. One issue of building performance simulation is the simulation time that increases whilst the amount of parameters gets higher and the results become more detailed. The motivation of using Kriging meta-models is to allow optimisation under uncertainty in a lower/ reduced time demand. Without meta-models the number of simulation runs in an optimisation is the number of optimizer iterations, the number of evaluations per iteration multiplied with the number of Latin hypercube samplings. With the use of Kriging meta-models the number of runs is reduced to the seeding runs and extra runs for online adaptation of the meta-model. In total, the number is reduced to a fraction of 5% to 20% of runs needed of the original algorithm. When an algorithm requires a large number of objective function calls to a computationally expensive function, this function can be partially replaced with a model used to compute the objective function faster, but approximated. For the problem in this work, where Monte Carlo sampling is used to allow robust optimisation and the objective function is computationally time expensive it is preferable and even necessary to partially replace evaluations with metamodels to achieve an acceptable runtime for the optimisations. Metamodels are an important class of surrogate models. They are based on the data of previous evaluations with the original model, which in most cases they interpolate. The model must be capable of spatial interpolation and is able to deal with multi-objective problems.

Kriging (see also Figure 4) has its theoretical motivation in the theory of spatial random processes, so-called Gaussian random fields or briefly Gaussian processes. A Gaussian random field assigns a random variable $R_x$ to each point in a $d$-dimensional Euclidean space. The random variables are normally distributed. A correlation between the random variables is given by a correlation function that depends on the distance; typical choices are the exponential correlation function, and the Gaussian correlation function. The estimation of the parameter
is done based on the given data maximum likelihood estimation.

The importance factor is a simple weight factor for each dimension in the search space. It is calculated as follows: for \( n_f \) objectives and \( d \) design variables, take for each variable the minimum and maximum value in their range, while the remaining variables are attributed their mean values. For the variables \( x_i \) with Gaussian distributed uncertainties the ranges are defined by their mean values \( E(x_i) \) plus/minus three times the standard deviation \( S(x_i) \). This covers at least 99% of the Gaussian distribution.

DESCRIPTION OF THE ALGORITHM

As a multicriteria optimisation algorithm, we will use the SMS-EMOA (Beume et al. 2002). First, we will present it in its basic version, and second, we will introduce new features of the algorithm for finding robust solutions. The SMS-EMOA is based on the principle of hypervolume maximization. To understand this, let us first introduce the concept of the hypervolume measure as introduced by (Zitzler and Thiele, 1999) as a quality indicator for Pareto front approximations.

Fleischer (2003) has shown that the maximization of the hypervolume measure leads to a set of points with each one of them positioned on the Pareto front. For discrete problems with a finite number of Pareto optima, he proved that the set that maximizes the hypervolume corresponds in the objective space with the Pareto front, given a sufficiently large reference point.

While it is an open research question, how points distribute on higher dimensional Pareto front it has been found that they distribute in a favourable way in the 2-D case, provided the reference point coordinates are much larger than the highest values of the objective functions on the Pareto front (Auger et al. 2008). Hence, by maximizing the hypervolume of the objective function vectors of a set, a well distributed approximation of the Pareto front can be achieved. This is the idea used in the SMS-EMOA.

The basic loop of SMS-EMOA (Beume et al. 2002) looks as follows: The metamodel supported robust \((t+1)\)-SMS-EMOA has to find robust solutions. As a robust fitness the worst sample out of 201 evaluations on the metamodel in a Monte Carlo simulation of the noise distribution is considered. An outline of the algorithm is given in the following:

Algorithm: Metamodel-Assisted Robust SMS-EMOA

**Input:** problem dimension, variable bounds, objective functions

**Output:** set of \( \mu \) solutions on (or close to) the Pareto front

1. Initialize population \( P^{(1)} \) of \( \mu \) individuals. Each individual is a real-valued solution vector initialized randomly within the variable bounds.
2. Determine objective function vectors for all solutions in \( P^{(1)} \) by evaluating \( \mu \) times black-box functions \( f_1, ..., f_m \) and store all results in the archive \( A^{(1)} \).
3. Set \( t = 1 \)
4. **Do until** termination criterion fulfilled
   4.1. Generate new child solution \( q^{(0)} \) by applying recombination and random mutation operators based on the population \( P^{(i)} \), evaluate its fitness \( f_1, ..., f_m \) and store solution in archive
   4.2. Determine the robust objective function vector for \( q^{(0)} \) based on metamodel from archive
   4.3. Select the set \( P^{(i+1)} \) of \( \mu \) individuals from \( P^{(i)} \cup \{q^{(i)}\} \) with maximal hypervolume measure of the corresponding objective function vectors
   4.4. \( t = t + 1 \)
   4.5. **loop**
5. **Return** \( P^{(t)} \)

Each parent is perturbed with a Monte Carlo sampling of 201 samples. For each perturbed point the objective function value is estimated with a metamodel. Non-dominated sorting is executed to partition the fronts in an increasing order. The worst front is the front that is dominated by all remaining fronts. For each point in the worst front the hypervolume contribution of this point is calculated. For the sample with the smallest hypervolume contribution the precise value is computed by the objective function.

For the calculation of the correlation parameters a maximum likelihood heuristics is used. For the maximization of this likelihood term in Kriging meta-models a Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is applied (Hansen et al., 2003). CMA-ES is a stochastic, population-based, iterative optimisation method belonging to the class...
of evolutionary algorithms for continuous function optimisation.

CASE STUDY

For the simulation we use a case study entitled “Het Bouwhuis” that is a building located in Zoetermeer, the Netherlands, between The Hague and Gouda, and is shown in Figure 5. It is the headquarters of Bouwend Nederland, the Dutch organisation of construction companies. The building is an ideal case study because it combines flexibility and function. Up to and including the detailed design phase, it was unclear whether to build option 1 (without double facade and cavity, less glazing and smaller office layout) or design option 2 as shown in Figure 6 and Figure 7.

In both cases, the building has characteristics as follows:
- Office building with 11 floors in a T-shaped plan.
- Two levels/stories underground parking (7000m²).
- Flexible office concepts/dispositions dividable from separate rooms up to open floor plan office solutions.

In option 2, the building has a high percentage of glazing in the transparent facades: from the second floor up to the eleventh floor the building is on its “crosscut” sides provided with a double façade (see Figure 5 and Figure 6). The double skin is built one meter apart from the façade of the building; hence a magnifying cavity is created.

![Figure 5 Illustration of “Het Bouwhuis”](image)

![Figure 6 Illustration of the footprint for design option 2 of “Het Bouwhuis”](image)

In winter, the ventilation air is drawn via the double skin façade where it is naturally pre-heated, then supplied as external air to the air handling unit. This method can be regarded as a heat-recovery system. In summer the double façade forms an extra barrier for solar radiation to enter the spaces as heat is removed from the façade air cavity through natural buoyancy driven ventilation to the outside. Another advantage is the increased noise barrier performance of the façade. The building is provided with a heat pump in combination with a heating-cooling storage. Both systems (summer and winter) are demonstrated in Figure 7. The double glass façade is designed to have a positive influence on energy savings and to provide superior comfort.

For the assessment, the following characteristics are constituted:
- Internal heat gains: equipments (20W/m²); people (10 W/m²) and lighting (15 W/m²).
- Zoning: the assessment is conducted for the standard floor level comprising five zones (see Figure 6).
- The assessment is based on the simulation of one room. All presented results relate to the smaller office room. The cavity space is located at the south-facing surface of the building (see Figure 6).
- Set Points: The indoor set point in the office is 27°C for cooling and 21°C for heating.

![Figure 7 Illustration of the summer and winter case for design option 2 of “Het Bouwhuis” (Nelissen, 2008).](image)

To allow the optimisation under uncertainty, Kriging metamodels are used. Besides, the parameters varied for the optimisation, the distributions for uncertain parameters have to be defined. For the Kriging

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass area on two sides (m²)</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Size room (m²)</td>
<td>160</td>
<td>260</td>
</tr>
<tr>
<td>Internal gains: People (W/m²)</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>Internal gains: Lighting (W/m²)</td>
<td>6</td>
<td>35</td>
</tr>
<tr>
<td>Internal gains: Equipment</td>
<td>6</td>
<td>30</td>
</tr>
</tbody>
</table>
metamodelling five variables for the optimisation shown in Table 1 (geometry room, window/wall ratio, internal heat gains for people, equipment and lighting) and five variables for the uncertainty analysis (thickness wall layer, conductivity floor layer, infiltration rate, switch between double and single glazing) have been selected (cf Table 2). The optimisation parameters have been identified based on design team meetings by the project team and represent variations of the two different design options. The uncertainty parameters on the other hand have been identified in a pre conducted uncertainty and sensitivity study (cf. Hopfe and Hensen, 2011) where the five most sensitive ones have been selected.

Table 2 Overview of Kriging meta-model input parameters for the optimisation and uncertainty analysis

<table>
<thead>
<tr>
<th>Thickness outside wall layer three t(m)</th>
<th>μ</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>concrete block</td>
<td>0.2</td>
<td>0.02</td>
</tr>
<tr>
<td>Conductivity floor construction layer four λ(W/mK)</td>
<td>μ</td>
<td>σ</td>
</tr>
<tr>
<td>dense eps slab ins</td>
<td>0.025</td>
<td>0.00875</td>
</tr>
<tr>
<td>Conductivity roof construction layer two λ(W/mK)</td>
<td>μ</td>
<td>σ</td>
</tr>
<tr>
<td>felt/bitumen layer</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>switch between double and single glazing</td>
<td>0.5-1.0</td>
<td></td>
</tr>
</tbody>
</table>

The objective is to build a robust algorithm which finds a series of solutions for a two-objective minimization problem within a defined search space and within time constraints and where the objective function is a BPS tool (VA114) which acts as a black box. The Figure 8 presents a global overview of how the system will work.

RESULTS

Robust optimisation results for VA114

In Figure 9-12 are all optimisation results when using VA114 with a global metamodel supported algorithm. Important to note is the frequency of calls to the metamodel and the update of the metamodel with new points in the archive. To give an impression of the performance of the robust optimisation the following is carried out. From the initial population of a run with twenty parents a point is taken out. Around this point 50 perturbations (based on the decreased number of uncertain parameters) are randomly created and calculated by the objective function. The differences between the objective function values of the point and the objective function values of the perturbations is summed and divided by the number of perturbations. This results in an average deviation of the fifty calculated perturbations around the original point. This is repeated for all points in the populations. The same method is applied to all points in the final population after four hundred rounds of optimisation starting with the initial population. The initial population is shown as circles in the following Figures 9 -12, with the other dots indicating the different perturbations.

For objective one (energy consumption), the solutions in the initial population show a better average robustness than the solutions in the final populations, in other words, the robustness has been declined. It is objective two (over- and underheating hours) that profits from the robust optimisation.

Because the problem is two-dimensional it is the combination of the two objectives that is supposed to be robust. This is better explained with figures that show the objective functions values of the initial and final population together with the objective function values of the perturbations.

Figure 9 involves the initial population and perturbations. The figure clearly shows the instability caused by the uncertainty in the design variables. It is not always the case that perturbed objection function values are worse compared to their original unperturbed objective function values, but it is impossible to guarantee the output values in a small range of the objective space. Figure 10 shows the
final population and their perturbations. This is certainly much more robust than it was in the initial situation.

**Figure 10** Scatter plot of the final population (after optimisation) and its perturbations for a worst case scenario.

**Figure 11** Scatter plot of the initial population (before optimisation) with its perturbations for a best case scenario.

**Figure 12** Scatter plot of the final population (after optimisation) with its perturbations for a best case scenario.

In the robust optimisation for this paper, a worst case scenario is chosen, that means that the worst solution out of 201 perturbations is compared with the current parent population. In Figure and Figure 12 it is demonstrated how a best scenario case performs in a robust optimisation. Again, the initial population and final population are given. Figure 12 clearly shows that after four hundred optimisation rounds the Pareto front is better than in the worst case, but with much more instability involved, caused by the uncertainty in the design variables.

**CONCLUSION**

Kriging metamodeling is an approach to reduce the number of objective function evaluations which becomes indispensable when the robustness of solutions needs to be tested in order to compare their performance. The results for the best, the mean, and the worst case give good insights to the behaviour of the objective function under consideration of only five variables for uncertainty. It is shown that it is possible to support a multi-objective algorithm with a metamodel and to optimize the problem to a robust Pareto front. Estimating the parameters of the metamodel with a maximum likelihood function does not result in the best possible result and slows down the optimisation. An importance factor makes a clear difference for the quality of the estimation of one of the objective function values. A local metamodel supported algorithm is working within the time constraint of one night of runtime.

A disadvantage of Kriging is the limitation in the number of design variables (1-20) at which the metamodel still does quality estimations. This problem can be circumvented by reducing the number of parameters with the help of uncertainty and sensitivity analysis to identify the most sensitive variables.

A local search method to fine tune the convergence to a local or global optimum is another task for the future. An idea is to compare a metamodel Assisted EA to an EA that uses parallel computing. With the increasing number of cores in processors these days, this is not that expensive anymore.
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