Uncertainty in airflow rate calculations due to the use of surface-averaged pressure coefficients
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Abstract

Mean wind pressure coefficients ($C_p$) are key input parameters for air infiltration and ventilation studies. However, building energy simulation and stand-alone airflow network programs usually only provide and/or use a limited amount of $C_p$ data, which are based on several assumptions. One of those important assumptions consists of using surface-averaged $C_p$ values instead of local $C_p$ values with a high resolution in space. This paper provides information on the uncertainty in the calculated airflow rate due to the use of surface-averaged $C_p$ data. The study is performed using published empirical data on pressure coefficients obtained from extensive wind tunnel experiments. The uncertainty is assessed based on the comparison of the airflow rate ($\phi$) calculated using the surface-averaged $C_p$ values ($\phi_{AV}$) and the airflow rate calculated using local $C_p$ values ($\phi_{LOC}$). The results indicate that the uncertainty, with a confidence interval of 95\%, is high: $0.23\,\phi_{AV} < \phi_{LOC} < 5.07\,\phi_{AV}$. In cases with the largest surface-averaged $\Delta C_p$, the underestimation or overestimation is smaller but not negligible: $0.52\,\phi_{AV} < \phi_{LOC} < 1.42\,\phi_{AV}$. These results provide boundaries for future improvements in $C_p$ data quality, and new developments can be evaluated by comparing with the uncertainty of the current methods.
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1. Introduction

Air infiltration and ventilation play an important role in the energy performance of buildings as well as in the health, comfort and performance of the users \cite{1-3}. Air infiltration and ventilation can be driven by different forces or systems, such as mechanical systems, buoyancy force and/or wind force \cite{4}. The last one, in particular, involves complex phenomena; therefore, the calculation procedures of wind-driven ventilation and infiltration are often simplified, and thus introduce uncertainty in the analysis \cite{5,6}. These simplifications are introduced in several aspects of the calculation such as: the wind
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data [7], the calculation method [8,9], the characteristics of openings and cracks [10,11] and the wind pressure distribution over the building facades [5,6,12]. The uncertainty due to the last one is addressed in this study.

In air infiltration and ventilation studies, wind pressure is usually represented by mean (i.e. time-averaged) wind pressure coefficients \( (C_p) \), which are defined as follows:

\[
C_p = \frac{P_x - P_0}{P_d}; \quad P_d = \rho \cdot \frac{U_{ref}^2}{2}
\]

where \( P_x \) is the static pressure at a given point on the building facade (Pa), \( P_0 \) is the static reference pressure (Pa), \( P_d \) is the dynamic pressure (Pa), \( \rho \) is the air density (kg/m\(^3\)) and \( U_{ref} \) is the reference wind speed, which is often taken at the building height \( h \) in the upstream undisturbed flow (m/s).

\( C_p \) data can be obtained from several primary and secondary sources [12]. Primary sources, such as full-scale experiments, reduced-scale experiments in wind tunnels and computational fluid dynamics (CFD) simulations, can provide custom and detailed \( C_p \) data for a specific building shape. However, obtaining these data is time-consuming and expensive; and these data are seldom used in air infiltration and ventilation calculations [12]. Secondary sources, such as databases [1,13] or analytical methods [14-16] are very straightforward to use, therefore they are deployed in most of the programs used in performing air infiltration and ventilation calculations, such as Building Energy Simulation (BES) and stand-alone Air Flow Network (AFN) programs [12]. The drawback of secondary sources is the limited amount of \( C_p \) data provided and the related assumptions. An important assumption adopted by many secondary sources is the validity of using surface-averaged \( C_p \) values \( (C_{p-AV}) \) instead of local \( C_p \) values \( (C_{p-LOC}) \) with high resolution in space.

Based on recently published papers, it is possible to conclude that airflow calculations with \( C_{p-AV} \) are considered reliable by many designers and researchers. \( C_{p-AV} \) is deployed in approximately 8 out of 10 BES-AFN programs [12], and it is adopted by the scientific community to study a broad range of topics, such as: performance of double-skin facade performance [17], comparison between AFN and CFD [18], and studies of single-sided ventilation [19]. Previous studies addressing the use of \( C_{p-AV} \) were based on case studies, focusing on a particular building shape and configuration of openings/cracks, so the conclusions can not be generalized [20,21]. These previous works concluded that the surface-averaging process does not significantly reduce the accuracy of the airflow rate calculation [20,21]. By contrast, in the documentation of the widely used AFN program COMIS, Feustel et al. [22] state that “From experience we know that wall-averaged values of \( C_p \) usually do not match the accuracy required for air-flow calculation models.”. For that reason, several research efforts were conducted in the last decades to provide \( C_{p-LOC} \) for air infiltration and ventilation studies [15,16,23].

Determining the reliability of using \( C_{p-AV} \) is of particularly importance especially when air infiltration and ventilation are taken into account. \( C_p \) has been identified as one of the major sources of uncertainty in BES-AFN simulations [5,6]. Therefore,
it is required to investigate the implications of using $C_{p,AV}$ instead of $C_{p,LOC}$. The result is useful for researchers, practitioners and BES-AFN software developers when choosing $C_p$ data.

This paper quantifies the uncertainty in the calculated airflow rate due to the use of $C_{p,AV}$ for 15 building shapes and a large amount of opening configurations. The focus is on wind-driven ventilation and infiltration, while buoyancy is not taken into account. The paper is organized into the following sections. Section 2 defines the relative airflow rate error and demonstrates how this error is influenced by the position of the openings in the facade. Section 3 briefly describes the wind tunnel data used in this paper. Section 4 presents the method and assumptions used to calculate the uncertainty, which is independent of the wind speed and the opening size/characteristics, for cases with two identical openings/cracks. Section 5 presents and discusses the calculated uncertainty, with a detailed analysis of the results of a cubic building model (Section 5.1), which follows by results of other building geometries (Section 5.2). Section 6 addresses the limitations of this research. Section 7 summarizes the main conclusions.

2. Relative airflow rate error

In this paper, the relative airflow rate error $r$ for a specific pair of openings $(i)$ is defined as:

$$r_i = \frac{\phi_{LOC} - \phi_{AV}}{\phi_{AV}} = \frac{\phi_{LOC}}{\phi_{AV}} - 1$$  

(2)

where $\phi_{LOC}$ is the airflow rate calculated from $C_{p,LOC}$ and $\phi_{AV}$ is the airflow rate calculated from $C_{p,AV}$. Based on wind tunnel results [24], Fig. 1(a) shows the histogram of $C_{p,LOC}$ values for the 5 faces of a cubic building model, where the wind is perpendicular to one face $(\theta = 0^\circ)$. Each facade has 100 equidistantly spaced data points and $C_{p,LOC}$ is related to $U_{ref}$. $C_{p,LOC}$ varies in a wide range, from -1.5 to 0.8 (stagnation pressure), while the distribution is far from homogeneous, showing peaks and gaps. Fig. 1(b) presents the histogram for $C_{p,AV}$, obtained from the same pressure data after the $C_p$ surface-averaging process for each face. In this case, the data is reduced to 4 discrete values distributed over a smaller range. This reduction in the spectrum of $C_p$ values due to averaging may lead to errors in the flow rate calculation. The relative error is a function of – among others – the position of the pair of openings, as exemplified in Figs. 2(a) and 2(b).

Fig. 2(a) shows the cube with a pair of identical openings, called $i = 1$. Fig. 2(a) also provides the distribution of $C_p$ over two surfaces of the cube ($C_{p,LOC}$), as well as the averaged values ($C_{p,AV}$). For this specific pair of openings, the values of $C_{p,LOC}$ and $C_{p,AV}$ are the same. So, there will be no difference between the airflow rate calculated using $C_{p,AV}$ ($\phi_{AV,1}$) and the one calculated using $C_{p,LOC}$ ($\phi_{LOC,1}$). In this case, the ratio between $\phi_{LOC,1}$ and $\phi_{AV,1}$ is equal to 1, and the relative error ($r_i$) is 0, as expressed by Eqs. (3) and (4).

$$\frac{\phi_{LOC,1}}{\phi_{AV,1}} = 1$$  
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Fig. 2(b) shows the same cube with another pair of openings, called $i = 2$. In this case, $C_{p,\text{LOC}}$ is quite different from $C_{p,\text{AV}}$; the real “local” pressure difference is larger than the surface-averaged one, therefore $\phi_{\text{LOC},2}$ will be higher than $\phi_{\text{AV},2}$ (Eq. (5)). In this particular case, the ratio between $\phi_{\text{LOC},2}$ and $\phi_{\text{AV},2}$ is equal to 1.5, and the relative error ($r_2$) is 0.5 (Eqs. 5 and 6), which implies that $\phi_{\text{AV}}$ underestimates $\phi_{\text{LOC}}$.

$$r_2 = \frac{\phi_{\text{LOC},2}}{\phi_{\text{AV},2}} - 1 = 0.5$$

$$\frac{\phi_{\text{LOC},2}}{\phi_{\text{AV},2}} = 1.5$$

The $r$ value depends not only on the position of the openings, but also on the pressure distribution over the facade. In order to obtain representative results of $r$, this paper adopts the use of an extensive pressure distribution database from wind tunnel experiments [24]. These data will be briefly described in Section 3.

In general, the airflow rate and the corresponding $r$ value depend on the characteristics of the openings and on the wind speed. However, for the particular case of two identical openings, it is possible to perform an evaluation of $r$ that is independent of these factors, based on a number of assumptions that will be explained in Section 4.

3. Wind tunnel experimental data

The “Tokyo Polytechnic University (TPU) wind pressure database” provided the experimental wind tunnel data used in this research (http://wind.arch.t-kougei.ac.jp/system/eng/contents/code/tpu) [24]. The database contains the results of tests carried out using PMMA (polymethylmethacrylate) models in a Boundary Layer Wind Tunnel with a test section 2.2 m wide by 1.8 m high. The atmospheric boundary layer was simulated by turbulence-generating spires, roughness elements and a carpet on the upstream floor of the wind tunnel’s test section. Different wind profiles were used to build the database. In most experiments, the mean velocity (with power-law exponent $\alpha = 0.20$) and the turbulence intensity profiles were in accordance with the category III (suburban terrain) as suggested by recommendations [25]. The turbulence intensity at a height of 10 cm was about 0.25, and the test wind velocity at this height was about 7.4 m/s [24]. The minimum building Reynolds number is 25 340, which is above the 11 000 threshold for the Reynolds number of an independent flow [26]. Table 1 presents an overview of the wind tunnel test cases used in this paper, which covers 15 different building shapes, several roof pitches and wind directions (5 to 19 different directions were tested depending on the case). Considering the variations in the building geometry, wind attack angle, roof pitch and wind profile power-law exponent, a total of 145 wind tunnel test cases are presented in Table 1. All of these data are used in this paper.
4. Calculation method for the relative airflow rate error

As demonstrated in Section 2, the impact of the surface-averaging process on \( r \) depends on the position of the openings. Hence, the calculation of the value of \( r \) must be performed for a representative number of the opening pairs. In addition to that, it would be desirable to isolate the effects of the surface-averaging on the calculated flow rate from the effects of wind speed and characteristics of the openings/cracks. In order to achieve this goal and to take into account the wind tunnel data available for each building shape and wind direction, the \( r \) values are calculated using the following assumptions: (1) there is only one interior zone in the building (no internal partitions); (2) there are only two openings or cracks in the building envelope; (3) the two openings or cracks are not situated in the same facade (single-sided ventilation and single-sided infiltration are not considered); (4) the two openings/cracks have the same area (\( A \)) and the same discharge coefficient (\( C_z \)); (5) buoyancy is not taken into account. In this case, the flow rates (\( \phi \)) can be calculated with Eq. (7):

\[
\frac{\phi_{\text{LOC}_{-i}}}{\phi_{\text{AV}_{-i}}} = \frac{U_{\text{ref}} \cdot A \cdot C_z \cdot \left( \frac{\Delta C_{p-\text{LOC}_{-i}}}{\Delta C_{p-\text{AV}_{-i}}} \right)^{0.5}}{U_{\text{ref}} \cdot A \cdot C_z \cdot \left( \frac{\Delta C_{p-\text{AV}_{-i}}}{\Delta C_{p-\text{AV}_{-i}}} \right)^{0.5}}
\]

(7)

It is important to note that the following additional assumptions are implicit to Eq. (7): fully-developed turbulent flow is expressed by the flow exponent 0.5, the pressure distribution on the building envelope is not affected by the presence of openings (sealed-body assumption), and the dynamic pressure in the room is negligible [27]. From Eq. (7) it is clear that \( r \) does not depend on the reference wind speed (\( U_{\text{ref}} \)) and on the opening characteristics (\( A \) and \( C_z \)). Therefore, Eq. (8) is used to calculate \( r \) in this study.

\[
r_i = \sqrt{\frac{\Delta C_{p-\text{LOC}_{-i}}}{\Delta C_{p-\text{AV}_{-i}}} - 1}
\]

(8)

In this equation, \( \Delta C_{p-\text{AV}} \) must be different from 0. It is therefore not suitable to evaluate the error in pairs of openings where \( \Delta C_{p-\text{AV}} \) is near or equal to zero. This can be applied to openings placed in the same facade and to openings placed in two facades which have the same or approximately the same \( C_{p-\text{AV}} \), e.g. symmetric facades with regard to the wind direction. In order to exclude such cases, a minimum \( \Delta C_{p-\text{AV}} \) threshold of 0.015 is used to discard these pairs of openings from the study. The number of possible remaining pairs varies depending on the case and the wind direction. For Case 1 (Table 1), for example, \( r \) is calculated for a total of 100 000 pairs of openings for most of the wind directions. For some wind directions with symmetric facades, the amount of pairs is slightly reduced. For \( \theta = 0^\circ \), only 90 000 pairs were retained (two symmetrical surfaces), while 80 000 pairs are retained for \( \theta = 45^\circ \) (both windward facades are symmetric as well as the leeward ones). For some wind directions, e.g. 10° and 30°, the roof and one leeward facade have about the same \( C_{p-\text{AV}} \), therefore the number of
pairs is also reduced to 90 000. The calculated r values are processed statistically and the results are presented in the following section.

5. Uncertainty in the calculated flow rate

5.1 Results for the cubic model

In this section, the results for Case 1 (Table 1) are presented and analyzed in detail. In this case, $C_p$ on each face of a cubic model was measured at 100 points of an array of 10 by 10 equidistantly spaced points. Data are available for 10 wind directions, from 0° to 45°, with intervals of 5°.

Considering $\theta = 5°$, it is possible to define a total of 100 000 pairs of openings because for all faces $\Delta C_{p,AV}$ is larger than the threshold 0.015. Fig. 3 presents the probability density graph (kernel density estimation [28]) based on the 100 000 values of r, for $\theta = 5°$. As expected, the most probable errors are around zero. In these cases, the use of surface-averaged values does not lead to major errors in the airflow rate calculation. Despite the expected peak around $r = 0$, both the upper and lower tails show a large probability of high r value, i.e. large overestimations or underestimations in the calculated airflow rate. Fig. 6 also shows the limits for the confidence interval (CI) of 95%. Considering the amount of opening pairs used to construct this graph, this CI discards 2 500 pairs, in each tail. The lower bound for CI = 95% is -0.75. This means that $\phi_{AV}$ will be overestimating the real airflow rate ($\phi_{LOC}$) by a factor 4. The upper bound is +3.70, so $\phi_{AV}$ will be underestimating $\phi_{LOC}$ by a factor 4.7. Fig. 3 presents results for only one wind direction, $\theta = 5°$. In the following graphs, the results for other directions are presented.

Fig. 4 shows the upper bound values for all wind directions, considering CI = 95%, where $r$ varies from 0.53 to 3.87, i.e. underestimation of $\phi_{LOC}$ by $\phi_{AV}$ can occur for all wind directions. The values in Fig. 4 show a large variation, indicating that some wind directions are associated with higher r. From Eq. (8), it is possible to conclude that high r values may be associated with low $\Delta C_{p,AV}$, high $\Delta C_{p,LOC}$ or a combination of both. It was found that especially the low $\Delta C_{p,AV}$ can explain the variation of r values with the wind direction. Considering a building with 5 faces, such as the cubic model used in this section, there are only 10 possible values for $\Delta C_{p,AV}$, which are derived from the possible combinations of two surfaces. Fig. 5 shows the smallest of the 10 possible values of $\Delta C_{p,AV}$ for each wind direction, and the same trend as in Fig. 4 can be observed. For the cubic model, the pairs of openings with the smallest $\Delta C_{p,AV}$ are always the one with opening placed in the roof, other pairs of openings are placed in one of the leeward facades. The windward facade does not play a role in these values. Another fact that can explain the high r values associated with $C_{p,AV}$ for this flat roof surface is the flow separation at the windward roof edge. This flow separation is responsible for a high variation of $C_{p,LOC}$ at the roof surface near this roof edge, and such variation cannot be captured by $C_{p,AV}$. In order to understand the influence of the roof in the results, the calculation of r was repeated considering only the vertical surfaces (i.e. excluding the roof), for approximately 60 000 opening pairs for each direction. Fig.
6 shows the resulting upper bound values for CI = 95%. The graph confirms that the highest values are associated with the roof, but the occurrence of high $r$ values still persists even if only the vertical surfaces are taken into account.

Concerning the lower bound, the values for all wind directions lie in a narrower range, as shown in Fig. 7. The maximum $r$ is -0.76 for $\theta = 0^\circ$, and overestimation of $\phi_{\text{LOC}}$ by $\phi_{\text{AV}}$ can occur for all directions. For the lower bound values, the impact of the roof is less pronounced than for the upper bound. From Eq. (8), it can be seen that the lower bound values can be associated with low $\Delta C_{p,\text{LOC}}$, with high $\Delta C_{p,\text{AV}}$, or a combination of both. Further analysis revealed that low $\Delta C_{p,\text{LOC}}$ values play a major role in the definition of the lower bound value. As for the upper bound, the windward facade is also not important in the lower bound value definition.

Openings at the windward facade are not related to the highest $r$ values, but they are especially relevant in practice because pairs with one opening at the windward facade often result in the highest values of $\Delta C_{p,\text{LOC}}$ (and $\Delta C_{p,\text{AV}}$) and consequently the highest airflow rates. Fig. 8 presents the upper and lower boundaries for CI = 95 % and for 10 wind directions, in which only the pairs with an opening in the windward facade and the other in the roof are taken into account. These are the pairs with the largest $\Delta C_{p,\text{AV}}$, out of the 10 possible values for $\Delta C_{p,\text{AV}}$ which are derived from the possible combinations of two surfaces for this cubic model. In this case, $r$ is much lower than the values presented in the previous figures, but it is still very significant. The upper boundary indicates that $\phi_{\text{LOC}}$ is about 10 % to 50 % higher than $\phi_{\text{AV}}$, while the lower boundary indicates that $\phi_{\text{LOC}}$ is about 10 % to 40 % lower than $\phi_{\text{AV}}$. In both cases, the largest errors occur when $\theta = 45^\circ$.

The reason is that the range of $C_{p,\text{LOC}}$ values on the windward facade increases, leading to larger differences between $C_{p,\text{LOC}}$ and $C_{p,\text{AV}}$.

5.2 Results for different building shapes

Results for the 15 cases (Table 1) are presented in this section. In Section 5.1, the upper and lower bounds were provided for two scenarios: in the first scenario, all the possible pairs of openings were included in the analysis, while in the second one only the pairs with the largest $\Delta C_{p,\text{AV}}$ were included. It corresponds to the situation with one opening in the roof and one in the windward facade. In this section, only the cases with the largest $\Delta C_{p,\text{AV}}$ are presented, because they are the ones with the largest flow rate, for which the errors tend to be more relevant. Here, the largest $\Delta C_{p,\text{AV}}$ does not necessarily correspond to the situation with one opening in the roof and one in the windward facade.

Fig. 9 shows the upper and lower bounds of $r$ values for each case as a function of the wind attack angle, in which only the pairs with the largest $\Delta C_{p,\text{AV}}$ are taken into account, within a CI of 95 %. The angle of wind directions tested for each case is represented in each graph of Fig. 9 by the marks on the x axis, e.g. Cases 3 and 6 show data for the same interval of wind directions, from 0° to 90°; however Case 3 shows data obtained for every 5° while Case 6 shows data obtained for every 15°.
As described in Section 3, data from a total of 145 wind tunnel tests were used in this paper, i.e. Fig. 9 shows 145 values for the upper and lower bound of \( r \) values.

Some results and trends can be observed when comparing the results for the different cases in Fig. 9:

(i) The \( r \) values for flat roof buildings (Cases 1 to 6) tend to be higher than those for buildings with gable roof (Cases 7 to 15, excluding 13 which has a roof with very low slope);

(ii) The \( r \) values for buildings with gable roof also tend to be less sensitive to the wind attack angle;

(iii) The maximum \( r \) values, i.e. the highest relative errors, are found in Case 3, for both the upper bound (0.6; for \( \theta = 85^\circ \)) and the lower bound (-0.5; for \( \theta = 90^\circ \));

(iv) The minimum \( r \) value, i.e. the smallest relative error, for the lower bound (-0.09) is found in Case 1 (for \( \theta = 0^\circ \)), and for the upper bound (0.06) it is found in Case 15 (for \( \theta = 0^\circ \)).

The actual explanation for observations (i) and (ii) cannot be obtained solely by the analysis of these data, however there are indications that both trends might be explained by the different edges where the flow separation occurs on flat and gable roofs. As described in the previous section, the flow separation on flat roofs occurs at the edge between the roof and the windward surface. Part of the flat roof near the separation edge is in direct contact with the flow region where high pressure gradients are present. Consequently, \( C_p-LOC \) on this part of the roof assumes high negative values, which cannot be captured by \( C_p-AV \). Opposite to this, the flow separation for gable roofs usually occurs at the roof ridge, and the magnitude and range of \( C_p-LOC \) values at the leeward part of the roof are reduced. The maximum \( C_p \) value at the windward facade is reduced for the gable roof building, probably due to the wind blocking effect [29,30], which leads to reductions in \( \Delta C_p-LOC \) and in the relative error.

Another aspect that could explain observations (i) and (ii) is that the pressure distribution over the gable roof is represented by two surface-averaged values, one for each part of the roof, instead of a single value used for the whole flat roof. This aspect reduces the error in the surface-averaging process. Nevertheless, the analysis of Case 13 in Fig. 9 indicates that the flow separation seems to play a much more important role than the division of the roof in two parts. In Case 13, the roof pitch is very low, so it can be expected that the separation occurs as if it was a flat roof case. In fact, the magnitude of the \( r \) values in Case 13 is comparable to the cases with flat roof (Case 1 to 6), confirming that the roof type/flow separation is important and also indicating that the division of the roof in two parts does not reduce significantly the \( r \) values.

Observations (iii) and (iv) indicate that there is a large variation in the upper and lower bounds of \( r \) values, depending on the building shape and wind attack angle. Ideally, users of surface-averaged \( C_p \) should have the information about the uncertainty (e.g., \( r \) value) related to the data they are using, however in practice this is not the case and most of the data available do not reveal any information on uncertainty. Based on the total sample (i.e. total amount of data from all 145 wind tunnel tests) described in Table 1, result (iii) could be used to state that the upper and lower bound for \( r \) values are in the worse
case between -0.5 and 0.6. This would provide an interval to be used by practitioners in uncertainty analysis. Although useful, this interval is based only on the extreme values which might be rarely found in practice. A more conservative approach is to neglect the upper and lower extreme values, and cover only 95% of the 145 tests that constitute the sample (i.e. CI = 95%). In this case, a lower bound of -0.48 and an upper bound of 0.42 are found. Substituting these r values in Eq. (2), the following relation between $\phi_{\text{LOC}}$ and $\phi_{\text{AV}}$ can be constructed: $0.52 \phi_{\text{AV}} < \phi_{\text{LOC}} < 1.42 \phi_{\text{AV}}$. These values, which consider only the pairs of surfaces with the largest $\Delta C_p$-$C_p$, constitute the main result of the present study. If all surfaces are taken into account, instead of using only the pairs of surfaces with the largest $\Delta C_p$-$C_p$, the uncertainty is much larger: $0.23 \phi_{\text{AV}} < \phi_{\text{LOC}} < 5.07 \phi_{\text{AV}}$

6. Discussion

Air infiltration and ventilation influence the performance of the buildings in several aspects, e.g. energy consumption, indoor air quality, thermal comfort, and user productivity. Although there are studies that have presented a coupled approach for the simulation of outdoor wind flow and indoor natural ventilation of buildings [31], by far most wind-driven airflow studies are performed in a decoupled way. In these studies, the indoor airflow is driven by pressure coefficients imposed at the openings. These pressure coefficients are a key input parameter; and very often, surface-averaged values are used. Considering the importance of this topic, the goal of the present study was to stress the influence of surface-averaged wind pressure data on the airflow rate calculation and to provide a quantitative indication of the potential error/uncertainty related to the use of surface-averaged pressure coefficients.

In spite of the efforts to provide a comprehensive description of the uncertainty in the calculated airflow rate due to the use of surface-averaged $C_p$, this study has a number of limitations, which are briefly mentioned below.

- As any study of this type, the range of experimental data imposes the constraint that limits the generalization of the conclusions. In this case, the number of building shapes can be considered high, but is certainly far from the variety of shapes found in real buildings, especially because all buildings adopted in this study were isolated/unsheltered. In sheltered building situations, the variation of $C_p$ over the surface can be expected lower, so the surface-averaging would lead to a lower error as well.

- The number of openings is limited to two due to the methodology adopted. The use of more openings will render the problem dependent on the wind speed, the area of the openings and the value of the discharge coefficients. In this case, results are more difficult to obtain, and not to mention, more difficult to present. For cases with several openings, it seems more appropriate to perform the uncertainty analysis for the building under study, using Monte Carlo simulation for example, rather than to try to obtain general values for the calculated airflow rate like these presented here. Multi-zone problems face the same situation.
The method presented in this paper is also not suited for the uncertainty analysis of combined wind and buoyancy. As mentioned above, conventional methods for uncertainty assessment can be used to address more complex and realistic cases. The main advantage of the present method is that the results provided are independent of the wind speed and the characteristics of the openings.

Concerning the distribution of openings on the facade, the grid spacing adopted was that defined by the wind tunnel data available. The grid resolution certainly has an effect on calculation for points near the edges, where extreme $C_p$ values occur. However, they are not common positions for openings, so it is assumed that the grid resolution should not significantly affect the uncertainty results presented here.

For openings with exponents other than 0.5, e.g. some crack models, the method can also easily be applied. From Eq. 7, it is clear that the higher the exponent, the higher will be the influence of $C_p$ in the calculated airflow rate.

Another aspect regarding the opening description is the assumption that both openings have the same discharge coefficient $C_z$. There have been several demonstrations that $C_z$ depends on the external flow, i.e. even geometrically identical openings perform differently depending on their relative orientation to the wind direction [10,11]. BES and AFN programs do not consider this phenomenon, so the assumption adopted here is at the same level as that of the state of the art airflow calculation programs, although it might need to be reconsidered in the future.

This paper has only addressed the uncertainty on $C_p$ data due to surface-averaging. Secondary $C_p$ data sources might adopt additional simplifications which are discussed in Ref. [12] and briefly summarized in Table 2. Therefore, the overall uncertainty can be higher than the values presented here. Future studies should address the overall uncertainty of different $C_p$ data sources, such as databases, empirical models and CFD. For models that adopt surface-averaging, the results of the present study should be used to assess the importance of this assumption in the overall uncertainty of the model results.

7. Conclusions

This paper has presented an estimation of the uncertainty in the calculated airflow rate due to the use of surface-averaged $C_p$ for buildings with two identical openings and one internal zone, based on a wide range of building shapes and wind attack angles. The paper has also introduced a straightforward method to quantify this uncertainty, which provides results independent of the opening/crack characteristics and wind speed. The main conclusions are:

1. The uncertainty in the calculated airflow rate using surface-averaged pressure coefficients for an isolated building with two openings is $0.23 \, \phi_{AV} < \phi_{LOC} < 5.07 \, \phi_{AV}$; within a confidence interval of 95%. This large relative uncertainty is associated with small $\Delta C_{p,AV}$ or $\Delta C_{p,LOC}$, i.e. small airflow rate.
When only the surfaces with the largest $\Delta C_{p-\text{AV}}$ are considered, i.e. the largest airflow rates calculated using the averaged data, the uncertainty is reduced to $0.52 \phi_{\text{AV}} < \phi_{\text{LOC}} < 1.42 \phi_{\text{AV}}$.

The magnitude of the uncertainty is high, but the judgment about the usability of this data depends on the problem under analysis and the chosen performance indicator.

The results provide boundaries for future improvements in the $C_p$ data quality. New developments can be evaluated by comparing with the uncertainty of the current methods.
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**Figure Captions**

1. Fig. 1. (a) $C_{p-LOC}$ histogram for a cube, $\theta = 0^\circ$, and (b) $C_{p-AV}$ histogram for a cube, $\theta = 0^\circ$.

2. Fig. 2. (a) Case 1 - $C_{p-LOC}$ and $C_{p-AV}$ have the same value. (b) Case 2 - $C_{p-LOC}$ and $C_{p-AV}$ have different values (data from [24]).

3. Fig. 3. Cubic model - probability density of $r$, $\theta = 5^\circ$.

4. Fig. 4. Cubic model - Upper bound values of $r (\phi_{AV} < \phi_{LOC})$, CI = 95%.

5. Fig. 5. Cubic model - Lower (absolute) $\Delta C_{p-AV}$ values.

6. Fig. 6. Cubic model - Upper bound values of $r (\phi_{AV} < \phi_{LOC})$, CI = 95%.

7. Fig. 7. Cubic model - Lower bound values of $r (\phi_{AV} > \phi_{LOC})$, CI = 95%.

8. Fig. 8. Cubic model - Upper and lower bound values of $r$, when only pairs with the largest $\Delta C_{p-AV}$ are taken into account (one opening at the windward surface and the other at the roof; CI = 95%).

9. Fig. 9. Upper and lower bound values of $r$ as a function of the wind attack angle, for CI = 95%, when only pairs with the largest $\Delta C_{p-AV}$ are taken into account, where $\alpha$ is the roof pitch.